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LIST OF SYMBOLS

constants to account for the influence of temperature diffusion coefficient
given in equation (3-80), A =2.414 x107° Pa's

analytic constants to account for the influence of temperature on homoge-
neous reaction rate constant

coefficient in velocity expansion, A = 0.934

area of the film i, cm?

surface area of the droplet, cm?

coefficient in velocity expansion, a = 0.510232618867

constants to account for the influence of temperature diffusion coefficient
given in equation (3-80), B =247.8 K

coefficient in velocity expansion, B = 1.208
lumped kinetic parameters, b = 0nF/RT or b = ocnF/RT, V!
coefficient in velocity expansion, b = —0.615922014399

constants to account for the influence of temperature diffusion coefficient
given in equation (3-80), C = 140.0 K

coefficient in velocity expansion, C = 0.88447
capacitance, F/cm?

double-layer capacitance, F/cm?

interfacial capacitance, F/cm?

a real number between 0 and 1 that measures the correlation between the
input signal x(¢) and the output signal y(z), see equation (6-6)

volumetric concentration of species i, mol/cm?
concentration of one molecule in the droplet, mol/cm3

diffusion coefficient of species i, cm?/s
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Jfe
fi

I,
ltotal

J

activation energy
Faraday’s constant, 96,487 C/equiv
dimensionless radial velocity, see equation (7-12)

dimensionless radial velocity expansion near the electrode, see equation
(7-14)

dimensionless radial velocity expansion far from the electrode, see equation
(7-16)

velocity interpolation formula, see equation (7-19)

characteristic frequency associated with the ohmic impedance, Hz

reaction rate constant factors influenced by film i

characteristic frequency associated with the faradic reaction, Hz
dimensionless parameter used for the power-law model, see equation (2-20)
dimensionless axial velocity, see equation (7-11)

Henry’s law constant of species i, mol/cm? atm

dimensionless axial velocity expansion near the electrode, see equation
(7-13)

dimensionless axial velocity expansion far from the electrode, see equation
(7-15)

current density, A/cm?
faradaic current density, A/cm?
total current, A

dimensionless exchange current density which may be written as J =
4Re,HF / TTR;

the imaginary number, j =/ —1
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Lcorr,local
My ;

Na

N;

Nd_Na

Ou

oL

reaction rate constant

Boltzman constant, kg= 1.380649 x10~23 J/K

dimensionless frequency given by equation (7-5)

solubility product constant

equilibrium rate constant

local corrosion depth

molecular weight for species i, g/mol

Avogadro’s number, Na = 6.02214 x 10?3 mol~!

flux of species i, mol/cm s

doping level, mol/cm?

the number of electrons transferred in electrochemical reactions
intrinsic concentration, mol/cm?

unit vector normal to the surface

diameter of the droplet, OA = 1 mm

height of the droplet, OA = 0.4 mm

power spectra of x(¢), see equation (6-6)

power spectra of y(t), see equation (6-6)

average cross-power spectrum of x(¢) and y(¢)

pressure in the repository air, atm

CPE parameter that is equal to capacitance when o = 1, F/cm?s!—¢

CPE parameter for high-frequency loop given in equation (2-19),
F/cm?s!—¢

CPE parameter for low-frequency loop given in equation (5-1), F/cm?s!~¢
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q surface charge density, C/cm?

R universal gas constant, 8.3143 J/mol K

R radius corresponding to the location of the counterelectrode, see Figure 7-1

Re ohmic resistance, Qcm?

Re HF high-frequency ohmic resistance, Qcm?

Re LF low-frequency ohmic resistance, Qcm?

Ry resistance associated with the high-frequency loop given in equation (5-1),
Qcm?

R; homogeneous reaction rate for species i, mol/cm?’s

Ry resistance associated with the high-frequency loop given in equation (5-1),
Qcm?

R; charge-transfer resistance, Qcm?

Reorr1ocal  local corrosion rate

r radial coordinate

ro radius of the disk electrode, cm

Sc Schmidt number for species i, Sc = v /D;

Si stoichiometric coefficient for species i

T temperature, K

Ty room temperature, 7o = 298.15 K

T’ period of an integer number of cycles

t elapsed time, s

10.1% elapsed time associated with 0.1% O; remaining in the repository, s
Vi volume of the droplet, cm?
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Vr

<i

Greek

O

OH

oL

Co

radial velocity, cm/s
axial velocity, cm/s

axial coordinate

gaseous species fraction
impedance, Qcm?
ohmic impedance, Qcm?

zeroth term in the expansion for dimensionless diffusion impedance, see
equation (7-49)

interfacial impedance, Qcm?

first term in the expansion for dimensionless diffusion impedance, see equa-
tion (7-49)

second term in the expansion for dimensionless diffusion impedance, see
equation (7-49)

the number of charge for species i

exponent for a constant-phase element
apparent anodic transfer coefficient
apparent cathodic transfer coefficient

exponent for a constant-phase element in high-frequency loop, see equation
(2-19)

exponent for a constant-phase element in low-frequency loop, see equation
(5-1)

coefficient in velocity interpolation formula given in equation (7-19), { = 1

exponent used in the Havriliak—Negami equation, see equation (2-36)
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I'REF

I'we

Hi

surface coverage
boundary of the droplet, see Figure 3-1
insulating surface, see Figures 3-1 and 7-1

Farthest location from the working electrode to define the reference poten-
tial, see Figure 3-1

surface associated with the working electrode, see Figures 3-1 and 7-1
change of enthalpy for species i, kJ/mol

film thickness, cm

monolayer thickness of the film i, cm

dielectric constant

porosity of CuCl film

permittivity of vacuum, & = 8.8542 x 10~ F/cm

dimensionless axial position, { = y\/Q_/v

coefficient in velocity interpolation formula given in equation (7-19), { = 1
influence factor of CuCl film on potentials, N = ®y/P(CuCl)
dimensionless concentration phasor for species i, 6; = ¢;/¢;(0)

1

conductivity, S cm™

influence factor of CuCl film on surface oxygen concentration, A =
c0,(0)/co,(CuCl)

mobility of species i, mol/cm? s J

mean, Qcm?

2,1

kinematic viscosity, cm“s™

degree of freedom
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Po

Ps

Subscript

eff

coefficient in velocity interpolation formula given in equation (7-19), o0 =
25

resistivity, Qcm

mass density, g/cm?

charge density, C/cm?

resistivity when y = 0 given in equation (2-18), Qcm

resistivity, the value of the resistivity when y = d given in equation (2-18),
Qcm

resistivity of CuCl film, Qcm

standard deviation of impedance, Qcm?
time constant
potential

potential

angular frequency, s~
disk rotation speed, s !

weighted regression statistic, y2/v = 1+ /2/v for a good fit

parameter to distinguish the limiting current behavior for oxygen reduction,
¥ = Du,0,k2/Do,ks

anodic
backward
cathodic
effective

forward
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] imaginary

m electrode

n electron

p hole

r real

ref reference

0 location just outside the diffuse double layer
3 ferricyanide, Fe(CN)2~

4 ferrocyanide, Fe(CN)¢~

General

Im{X}  imaginary part of X
Re{X}  real part of X
X steady-state of variable X

X phasor of variable X

<X > average value for variable X
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Copper coatings are used as the protecting material for the Canadian used nuclear fuel
containers. A 2-D axisymmetric time-dependent model for the localized corrosion of copper
under an Evans droplet was developed using the finite-element method. Some unique features of
the model are that it includes 6 heterogeneous and 15 homogeneous reactions, it provides implicit
calculation of nm-scale films, and it accounts for the influence of the film on surface
concentrations, potentials, and reaction rate constants. The influence of temperature is included
on model parameters. The model shows time-dependent radial distributions for current density,
surface coverage of films, and localized corrosion rates and depths. The model provides
distributions of pH, potential, and concentrations of dissolved gaseous and ionic species through
the entire droplet. Preliminary results show that the corrosion of copper is almost uniform on the
electrode surface. Temperature and oxygen concentration are shown to have a strong contribution
to copper corrosion over a simulation period of 10 years.

Electrochemical impedance spectroscopy (EIS) is used to study red and green QLED
devices. The high-frequency loop is interpreted in terms of the thickness, dielectric constant, and
resistivity distribution of the hole-injection layer. The work presents a first ever analysis that
employs the device capacitance obtained from a measurement model analysis, the film thickness
measured by scanning electron microscopy, and an interpretation of the impedance based on a

power-law model. Impedance measurements performed on hole-transport—only devices yield
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results that are consistent with the interpretation of the high-frequency capacitive loop in terms of
the properties of the hole-injection layer.

Additional work involves fundamental studies of EIS. In collaboration with Prof. Burak
Ulgut and his students, impedance spectra obtained by multi-sine potential perturbation are
shown to automatically satisfy with the Kramers—Kronig relations, even for systems that are
nonlinear and nonstationary. In collaboration with Dr. Vincent Vivier, a step-by-step analysis is
demonstrated for frequency-dependent complex ohmic impedance observed by experiments.
Another work describes the use of measurement model to interpret the impedance data

complicated by the ohmic impedance.
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CHAPTER 1
INTRODUCTION

Several works presented in this dissertation emphasize different electrochemical systems.
Physics and chemistry in real applications were investigated and explained from fundamental
prospect of view using both experimental and simulation approaches.

The objective for the first work was to develop a mathematical model for localized corrosion
of copper under a droplet. Background for Canadian deep geological repository and literature
review for past copper corrosion models on used nuclear fuel container are introduced in Section
2.1 of Chapter 2. Part of evaluating the long-term performance and safety of the repository system
is understanding the behavior of the copper-coated container with respect to localized corrosion.
The Canadian Deep Geological Repository (DGR) system does not lend itself to passivation of
the copper surface. However, the system will transition from dry to wet conditions, which may
produce different localized environments, and as a result, localized corrosion damage. There is
still a need to develop a mathematic model for localized corrosion of copper.

The mathematical model was developed using the finite-element method (COMSOL
Multiphysics) and the development of the mathematical model for localized copper corrosion is
presented in Chapter 3. The model includes coupled, nonlinear, diffusion equations for ionic
species, which include the contribution of migration, local electroneutrality, and homogeneous
reactions. The anodic and cathodic regions are not predefined but, instead, are determined by
values of local concentration and potential from the simulation results. The growth of nm-scale
films was calculated implicitly without using finite-element meshing and surface coverage was
expressed in terms of the thickness in units of monolayers. The model also accounted for the
effect of porous CuCl film thickness on the surface oxygen concentration and potential applied on
electrochemical reactions. The influence of temperature was included on model parameters. A
total of 28 dependent spatial-temporal variables including species’ concentrations, potentials and
local corrosion rate were solved in this model.

Results for 10-year time dependent simulations for localized corrosion of copper are
discussed in Chapter 4. Two extreme conditions were chosen such that droplet boundary has a

faster or slower rate of oxygen decay for an initially air-saturated droplet. The model shows a
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time-dependent radial distribution of anodic and cathodic current density, surface coverage of
CuCl film and Cu;O film, and localized corrosion rates and depths. It also shows a distribution of
pH, potential, and concentrations of dissolved gaseous and ionic species through the entire
droplet. Temperature and oxygen concentration is shown to have a strong contribution to the
simulation results.

The second work used electrochemical impedance spectroscopy to study quantum-dot
light-emitting diodes (QLED) devices. Quantum-dot light-emitting diodes (QLED) are used in
the new generation of electronic displays. A QLED based display can offer superior performance,
including brightness, color purity, color gamut, and efficiency, at a lower cost as compared to
existing technology. Work is needed, however, to improve the interpretation of the EIS response
of QLED devices. The objective of the second main project is to interpret the high-frequency
impedance response on red and green QLED devices in terms of the physical properties of the
device. In section 2.2 of Chapter 2, background for quantum dot light-emitting devices and basic
knowledge for electrochemical impedance spectroscopy are introduced.

Analysis of high-frequency loops in terms of material properties from impedance
measurements on QLED devices is discussed in Chapter 5. The high-frequency loop is interpreted
in terms of the thickness, dielectric constant, and resistivity distribution of the hole-injection
layer. The analysis employed the device capacitance obtained from a measurement model
analysis, the film thickness measured by scanning electron microscopy, and an interpretation of
the impedance based on a power-law model. Impedance measurements performed on
hole-transport only devices yielded results that were consistent with the interpretation of the
high-frequency capacitive loop in terms of the properties of the hole-injection layer.

Application of the Kramers—Kronig relations to multi-sine electrochemical impedance
measurements is discussed in the third work. Impedance spectra obtained by fast Fourier
transformation of the response to a multi-sine potential perturbation were shown to be consistent
with the Kramers—Kronig relations, even for systems that are nonlinear and nonstationary. The

present work demonstrates that application of the Kramers—Kronig relations to the results of
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multi-sine measurements cannot be used to determine whether the experimental system satisfies
the conditions of linearity, causality and stability. In Section 2.3 of Chapter 2, multi-sine
electrochemical impedance measurements and Kramers-Kronig relations are introduced. In
Chapter 6, these results, observed for measurements on a Li/SOCI; battery, were confirmed by
numerical simulations. Consistency with the Kramers—Kronig relations was confirmed by use of
the measurement model developed by Agrawal et al. [1, 2, 3] and by a linear measurement model
approach developed by Boukamp [4] and implemented by Gamry. This work demonstrates that
application of the Kramers—Kronig relations to the results of multi-sine measurements cannot be
used to determine whether the experimental system satisfies the conditions of linearity, causality
and stability.

Ohmic impedance response on the disk electrode is investigated for the fourth work.
Background for ohmic impedance and applications of measurement model are described in
Section 2.4 of Chapter 2. Experimental observation of ohmic impedance is discussed in Chapter
7. The ohmic impedance was obtained by Levenberg-Marquardt regression of a process model
that used the Havriliak-Negami equation to account for the ohmic impedance. Experimental
results obtained by Vincent Vivier (CNRS) for the ferri/ferrocyanide redox species on a gold disk
used as a model system were interpreted using a physical description expressed in terms of an
ohmic impedance and an expression that accounted for the influence of a local constant-phase
element on the faradaic reaction and the convective diffusion impedance. Regressions were
weighted by the experimentally determined error structure of the data, and the resulting
parameters characteristic of the ohmic impedance were in excellent agreement with numerical
simulations.

In Chapter 8, the method of using measurement model to interpret the impedance data
complicated by ohmic impedance is discussed. The measurement model was shown to give the
correct value of the capacitance for the system with a capacitance, but a wrong value for the
system having a local constant-phase-element (CPE) behavior. The ohmic impedance could also

be fitted by the process model including the Cole-Davidson or Havriliak-Negami equation. The
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value of the effective capacitance for the system with a CPE could be calculated by the Brug
formula using regressed parameters. Even though the measurement model could not give the
correct value of the interface capacitance in case of local CPE, it could be used to identify which
portion of the data was affected by the ohmic impedance and to calculate the effective capacitance
by eliminating the frequencies above the geometry-induced dispersion frequency.

Conclusions are drawn for each work in Chapter 9. For future work discussed in chapter 10,
possible extensions for the mathematic model for localized corrosion of copper are discussed and
the development of a 1-D mathematic model for N-type semi-conductor is presented, which could
be extended to a mathematic model for QLED devices with multiple layers. The MATLAB code
for single-sine and multi-sine impedance calculations is shown in Appendix A. The FORTRAN
code to calculate steady-state and impedance in the one-dimensional model for n-type

semi-conductor is shown in Appendix B.
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CHAPTER 2
BACKGROUND

Background information for different works is presented in this Chapter. For the
development of mathematical model for localized corrosion of copper in underground repositories
shown in section 2.1, Canadian deep geological repository is introduced and associated possible
copper corrosion reactions are introduced. Past Copper corrosion models for nuclear fuel
containers and models using Evans droplet are reviewed. Background for the work of impedance
of quantum-dot light-emitting diodes is introduced in section 2.2. It covers the basic introduction
of quantum-dot light-emitting diode devices, electrochemical impedance spectroscopy, and
application of EIS on QLED devices. In section 2.3, Multi-sine impedance spectroscopy’s
background is introduced including the technique of sing-sine and multi-sine impedance
measurements, applications of multi-sine EIS, and Kramers-Kronig relations. Background
knowledge for the ohmic impedance on disk electrodes is introduced in section 2.4. The ohmic

impedance, frequencies dispersion and application of the measurement model are discussed.

2.1 Corrosion of Copper in Underground Repositories

Nuclear fuel has became a sustainable energy and been used to generate electric power
among different countries. The Canada Deuterium Uranium (CANDU), a heavy-water moderated
power reactor design, was firstly developed in the 1950s by Atomic Energy of Canada Limited
(AECL), Ontario Hydro, and Canadian General Electric (CGE).[5] The first commercial CANDU
units became available in 1960s and CANDU is currently operating in Ontario, Quebec and New
Brunswick. During the operation, used nuclear fuel became a by-product. The radiation of the
used fuel will decay rapidly initially and it will taken 10 million years to reach the radiation level
that is equivalent to uranium in the nature.[6] This highly radioactive waste needs to be stored
properly to avoid any exposure to the environment and people.
2.1.1 Canadian Deep Geological Repository

Canada’s used nuclear fuel is temporarily safely stored in dry storage containers with a
minimum lifetime of fifty years.[7] After fifty years of storage, life of the container could be
extended or the used nuclear fuel could be repackaged. Adaptive Phased Management (APM)

plan, the federally-approved plan for the safe long-term management of Canada’s used nuclear
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fuel, was selected by the government of Canada in 2007 and the Nuclear Waste Management
Organization (NWMO) is responsible for the implementation of APM.[8]

Under APM, used nuclear fuel will ultimately be placed within a deep geological repository
(DGR) in a suitable host rock formation and the schematic representation of the Canadian DGR
conceptual design is shown in Figure 2-1. [9] It shows a two kilometers by three kilometers
conceptual layout and the repository will be constructed at a depth of about 500 meters below the
ground surface. On the ground surface, surface facilities labeled as A will be used for operation,
maintainable and long-term monitoring, and rock pile labeled as B will be used to properly
manage the unused excavated rock [10]. Under the ground surface, services area labeled as C will
provide support for DGR operations, and placement rooms labeled as D will safely store the used
nuclear fuel container. The schematic representation of the Canadian multiple-barrier system is
shown in Figure 2-2[11]. The fuel pellet labeled as 1 are made from uranium dioxide powder and
will serve as the first barrier. Fuel bundle labeled as 2 will consist of a number of fuel elements
made from Zircaloy that contain the fuel pellets. Used nuclear fuel bundle will be stored in the
used fuel container (UFC) labeled as 3. The container has a height of 2.5 meters and a width of
0.6 meters with a spherical head welded to the core of the container. The container is made from
carbon steel and coated with a 3-mm-thick copper layer. A highly compacted bentonite clay
buffer box labeled as 4 will encapsulate the UFC. Open spaces between each bentonite buffer box
will be filled with bentonite clay and the entrance of each placement room will be sealed by the
concrete bulk head. The host rock labeled as 5 will serve as a natural barrier that protect the UFC
from extreme situations.

2.1.2 Possible Copper Corrosion during Different Stages in DGR

Once the used fuel container is placed in the Canadian DGR, the environment will go from
dry and warm to wet and cold conditions. For the long-term management, copper known as one
of the inert noble material is the best practical choice to be coated on the carbon steel UFC and
Copper will be likely to remain stable under well known conditions. There will be four major

post-closure stages.[12] Stage I is called immediate post-placement period. There will be trapped
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Figure 2-1. Schematic representation of the Canadian DGR conceptual design. (Image credited to
NWMO [9])

Figure 2-2. Schematic representation of the Canadian multiple-barrier system. (Image credited to
NWMO [11])
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oxygen and moisture that favours the aqueous corrosion. Cuprous oxide or cuprous salts could be
formed. One of the conservative assumption for reaction between oxygen and copper could be
expresses as

4Cu+ Oy — 2Cu0 (2-1)

The 7y radiation rate will be at the highest level in this stage. Nitric acid could be produced

through 7 radiation in the humid air and the reaction could be expressed as
02(g) +N2(g) + H20(g) > HNOs(g) (22)

Copper could be corroded by nitric acid in different reactions shown as

2Cu+NOj +2H" — 2Cu™ + H,0 + NO; (2-3)
2Cu+NOj5 — Cu;0+H,0 (2-4)
Cu+NOj3 +2H" — Cu*™ 4 Hy,0 +NO; (2-5)

This stage could last from a few days to several months.

As temperature becomes higher due to the thermal influence from radiation, the DGR will
transit to the second stage, which is called dried-out period. The container surface will be
completely dry and atmospheric corrosion could take place instead of aqueous corrosion. The
duration of this stage will be varied on different types of host rock. It could last about fifty years
for the crystalline host rock and five thousand years for the sedimentary rock.[13] As the radiation
decays and temperature cools down, the environment will jump into the third stage, which is
called the re-wetting and highly compacted bentonite saturation stage. The humidity will increase
and the UFC surface will become fully wetted eventually. Oxic corrosion shown in equation (2-1)
could still occur if oxygen has not been completely consumed in the previous two stages.
Radiation reaction shown in equations (2-3) (2-5) and (2-4) could also occur if the level of the
radiation is still very high. After the oxygen is consumed, the DGR will be in the forth stage and

also the final stage. This stage is the long-term anoxic phase such that temperature will continue
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to cool down. Two types of corrosion could occur in this stage, which are anoxic corrosion and
microbiologically-influenced corrosion. For anoxic corrosion, the reaction could be expressed in

a similar conservative way as the oxic corrosion and shown as
2Cu+H,0 — 2CuO+H; (2-6)

This reaction could occur spontaneously when the pressure of H2 is very low. Sulphate could be
produced by sulphate-reducing bacterial and sulphate is expected to corrode copper in the

following reaction shown as
2Cu+SH™ +H" — CuS+H, (2-7)

Besides sulphate could be produced microbiologically, it could also be produced by minerals that
contains sulphate.
2.1.3 Copper Corrosion Models for Nuclear Fuel Containers

Different modeling approaches could be taken to predict the long-term copper corrosion and
there are two types of models in general. The first type of model is the phenomenological model
that requires the empirical relationship by observation and experiment. The phenomenological
model has been used in many applications to predict different parameters related to copper
corrosion. Swedish corrosion institute studied the corrosion resistance of a copper canister for the
nuclear fuel [14]. Pitting corrosion of copper was most concerned that could happen in the copper
canister due to the developed oxidants. Pitting factor of copper was derived using an empirical
expression for the pit depth as a function of time to describe the ratio between maximum pit depth
and average penetration. Werme et al. [15] performed a corrosion analysis of copper canister for
Swedish nuclear high level waster disposal. Pitting factor was also used to evaluate the
performance of copper respect to pitting corrosion. Bjorkbacka et al. [16] investigated the
radiation induced corrosion of copper for Swedish spent nuclear fuel storage. The maximum
possible corrosion rate caused by gamma radiolysis of the aqueous phase was estimated by

numerical simulations of radiolysis of pure water. King and Kolar [17] proposed a conceptual
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model to address the surface roughening that was observed on copper exposed to compacted
buffer environment and surface roughening is the result from pits initiation, growth and death.

Phenomenological model could help explain existing data with fewer parameters, but it
becomes less useful as a predictive tool to guide new designs or experiments. The second type of
model is the mechanistic model which requires inclusion of all relevant phenomena and has many
parameters. When it comes to guide new designs and experiments, the mechanistic model is
useful to gain insight into consequences of the coupled behavior of physical and chemical
process. A mechanistically-based mixed-potential copper corrosion model has been continuously
developed by King and Kolar [18, 19, 20, 21, 22, 17, 23, 24] since 1995. The initial version of the
model [18] accounted for the mechanisms of electrochemical reactions and mass-transfer
characteristic on the rotating disk electrode and on membrane and compacted-clay electrodes. A
total of 6 species were considered including dissolved oxygen, cuprous chloride (CuCl, ),
cuprous oxide (Cu,O) precipitate, and one dissolved, one adsorbed and one precipitated cupric
complex, which are unspecified. The model was used to analyze the effects of unsaturated
conditions on the corrosion of copper containers in a Canadian disposal vault.[22]

A second version of the copper corrosion model was developed in 1996 by King et al.
[19, 20] and four more species including dissolved chloride (C17), dissolved and precipitated
ferrous complex and biotite or other ferrous solid were added compared to the initial version. The
early second version was assumed to be isothermal and the later version introduced the effects of
the spital and temporal temperature. The second version of the copper corrosion model was used
to predict the long-term corrosion behavior of copper nuclear fuel waste containers, which is in
support of Atomic Energy of Canada’s second case study.[25]

A more advanced and the most recent version of copper corrosion model was developed in
2006 by King et al.[23, 24] The major improvement was the model introduced time-dependent
degree of saturation to address the evolution of the repository environment and gaseous oxygen
was added to the model. This version of model accounted for the various chemical,

microbiological, electrochemical, precipitation/dissolution, adsorption/desorption, redox, and
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mass-transport processes at the container surface and in the compacted bentonite-based sealing
materials within the repository. A validated COMSOL version of the copper model was
developed in 2022 by King and Briggs [26] and this model is the conversion of the previous
copper corrosion model to the COMSOL Multiphysics platform.

2.1.4 Models Using Evans Droplet

Evans droplet approach was first used by Evans in 1926 [27] to study the corrosion and
oxidation of metals. In his experiments, a sodium chloride droplet was placed on the steel. Under
the droplet, periphery region was found to be cathodic with more available oxygen from the
atmosphere and droplet center was found to be anodic due to a limited amount of oxygen. The
Evans droplet approach has been used in many numerical models to study different corrosion
systems.

Jiang et al. [28] studied the effect of length three-phase boundary zone on cathodic and
corrosion behavior of metals in Sandy soil systems. An analytical steady-state model was
developed under a droplet that accounted for the influence of liquid dispersion on sandy soil
corrosion rates and cathodic limiting current. The model showed a strong relationship between
the geometric parameters, such as the length and width of the three-phase region, and the cathodic
current density. Venkatraman et al. [29] developed a 3-D finite element model for corrosion of
Zinc under an Aerosol droplet. The model solves for the Nerst-Planck equation without
convection. It was assumed that there was no gas generation and no formation of oxide or films
on the metal surface. Zinc dissolution was the only anodic reaction and oxygen reduction was the
only cathodic reaction. The results showed the distributions of zinc concentrations and current
density distributions, but the separation of anodic and cathodic regions were not described. Chang
et al. [30] developed a axial symmetric time-dependant mathematical model to study the
under-deposit corrosion of steel. In their model, the anodic and cathodic regions were not
predefined and it included the contribution of migration, local electroneutrality, homogeneous
reactions and formation of primary precipitates. The model provided an insight into studies

among systems reactions, deposition of films,and species transport.
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2.2 Impedance of Quantum-Dot Light-Emitting Diodes

Electrochemical impedance spectroscopy(EIS) is used to study red and green quantum-dot
light-emitting diodes devices. The high-frequency loop is interpreted in terms of the thickness,
dielectric constant, and resistivity distribution of the hole-injection layer. The analysis employed
the device capacitance obtained from a measurement model analysis, the film thickness measured
by scanning electron microscopy, and an interpretation of the impedance based on a power-law
model. Impedance measurements performed on hole-transport only devices yielded results that
were consistent with the interpretation of the high-frequency capacitive loop in terms of the
properties of the hole-injection layer.

2.2.1 Quantum Dots

Quantum dots are nanoscaled semiconductor particles and are initially discovered by
Alexey I. Ekimov [31] and Louis Brus [32, 33] in the early 80s. The schematic structure
representation of a quantum dot is shown in Figure 2-3 and the quantum dot has three major
properties called core, shell, and ligands. The core is sitting inside the quantum dot, which can
adsorb and emit light with pure and bright colors. The shell surrounding the core could protect
from moisture, oxygen and heat. The ligands could ensure the quantum dot will be stable and
suspended in the solution during the manufacturing. The size of a quantum dot is around 3~10
nm in diameter and it is 10 thousand times smaller than a human hair. Emission colors strongly
depend on the size of the quantum dots. Increasing quantum dot size will decrease the bandgap
energy and increase the wavelength of the emitting light. Therefore, the color-changing
phenomenon is the result of different bandgaps between different sized quantum dots.

Quantum dots have been widely used in many fields, such as biomedical imaging and
biosensing [34], photovoltaic devices [35], computing [36], and photocatalysts [37]. One of the
most popular applications is called colloidal quantum-dots light-emitting diode (QLED), in which
the quantum dots are synthesized from solutions and used in the new generation of TV displays.
The first QLED based device was developed by Colin et al. [38] in 1994. The device was made

from cadmium selenide nanocrystals and a semiconducting polymer. The color of the emitting
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Figure 2-3. Schematic representation of a quantum dot with blue dot representing the core, yellow
dot representing the shell and silver tail representing the ligand.

light could be tuned by a degree of voltage. However, this device had a high operating voltage of
4 V and the efficiency needed to be improved. After the following two decades, different
quantum-dots emitting layers have been studied to improve the device performance. Anikeeva et
al. [39] enhanced the QLED performance by use of different colloidal QLED for the different
parts of the visible spectrum, and by utilizing a recently demonstrated robust quantum-dots
deposition. One of the major factors to evaluate the QLED devices is called external quantum
efficiency (EQE). By this method, EQE was obtained as 1% for green QLED devices with 4 times
larger and 2.5 % for red QLED devices with a 30 % increase, but blue QLED devices were still a
challenge. Qian et al. [40] reported that high brightness, solution processability, colour
tunability, and narrow emission bandwidth could be achieved by using a multi-layer QLED
structure. The quantum-dots emissive layer was sandwiched between an organic hole transport
layer and an electron transport layer made of ZnO nanoparticles. Ding et al. [41] showed that
EQE and current efficiency could be improved by introducing a thermally evaporated organic
cathode interfacial material (CIM) Phen-NaDPO. With the organic CIM/LiF/Al cathode, EQE

and current efficiency of the QLED device could increase by 44 % and 52 %, respectively.
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2.2.2 Electrochemical Impedance Spectroscopy

Electrochemical impedance spectroscopy can be described as transfer function that relates
the input signal and the output signal. It becomes a popular technique that has been applied to
different electrochemical systems including corrosion, battery, semi-conductor, bio-sensors and
etc. As shown in Figure 2-4(a), a sinusoidal time-dependent potential is applied to the
electrochemical cell as the input and the response is a sinusoidal time-dependent current density
as the out put during the EIS measurement. For a steady-state system, current density is plotted as
a function of potential in Figure 2-4(b), which is called the polarization curve. Sinusoidal

time-dependent potential can be expressed as

V(t) =V +|AV|cos(wt) (2-8)

where V is the steady-state potential, |AV | is the potential amplitude, and ® is the angular

frequency. Time-dependent potential V (¢) can also be expressed as
V(1) =V +Re{Vexp(jor)} (2-9)
where j is the complex number equal to v/—1 and Vis potential phasor, which can be expressed as
V(@) = [AV]exp(jpv) (2-10)

where @y is the phase angle associated with the potential. The response of the current density

from the system is also sinusoidal, which can be expressed as
i(t) = i+ Re{iexp(jor)} (2-11)
Associated current density phasor can be expressed as

i(0) = |Ailexp(g1) (2-12)
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The impedance of the steady-state system is the ratio of potential phasor and current density

phasor given by
V(o) _|AV]
fiv(a)) ’Ai’

Impedance can also be expressed in the complex form as

exp(j(ov — 1)) (2-13)

2(0) = Z:+iZ (2-14)

where Z; is the real part of the impedance and Z; is the imaginary part of the impedance.

For system having a simple electrochemical reaction without considering mass-transfer
effect, associated equivalent circuit model could be a resistance in series with a parallel
combination of a resistance and a capacitance shown in Figure 2-5. Impedance could be
expressed as

2= g R 15

i 1 +joRCa

where R, is the ohmic resistance corresponding to the resistance between the reference electrode
and location near the working electrode in the electrolyte, R; is the charge-transfer resistance
corresponding to the electrochemical reactions on the electrode surface and Cy; is the double-layer
capacitance corresponding to the interface between the working electrode and electrolyte. Since
impedance is a complex number, it could be presented in the Nyquist format, where real part of
the impedance could be plotted as a function of imaginary part of the impedance as shown in
Figure 2-6. Each point represents the impedance at a single frequency and the shape is a semi

circle. The value of impedance tends toward to the value of R, as ® — oo and it tends toward to

the value of R. + R as ® — 0. A characteristic frequency could be expressed as

1

= 2-16
ZﬂRthl ( )

fe

2.2.3 Constant-Phase Element
Constant-phase-element (CPE) behavior is often observed in EIS response of

electrochemical and solid-state systems. As shown in Figure 2-7(a), pure capacitance was
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Figure 2-4. Schematic representation of a sinusoidal perturbation of a input potential with a
response of the current density: a) electrochemical cell and b) polarization curve.
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Figure 2-5. Equivalent circuit model of a resistance R, in series with a parallel combination of a
resistance R; and a capacitance Cg;
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Figure 2-6. Nyquist plot for an equivalent circuit model of a resistance R in series with a parallel
combination of a resistance R; and a capacitance Cgq;
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replaced by the constant phase element in the associated equivalent circuit model and the

impedance can be expressed as

R

1+ (jo)*OR:

where o is the CPE exponent and Q is the CPE coefficient. The shape of the impedance is a

Z=Re+ (2-17)

depressed semi-circle shown in Figure 2-7(b) and a smaller o will make the semi-circle more
depressed. The CPE can be used to improve the fit of the equivalent circuit model to the
impedance data. However, interpretation of the CPE parameters to extract physical meaning
requires an understanding of the time-constant distribution in each individual system. Hirschorn
et al. [42, 43] developed a power-law model that could relate the CPE parameters to the physical
properties of the film by regression of the measurement model [1, 2, 3] to synthetic data. The
distribution of resistivity was identified by assuming a uniform dielectric constant. The power-law
model has been validated in many applications such as aluminum oxide, oxide film on stainless
steel, human skin, and water uptake in coatings.[43, 44, 45]
2.2.3.1 Power-Law Model

Under the assumption that the CPE behavior can be attributed to a distribution of time

constants within a layer, Hirschorn et al. [42, 43], found that the distribution of resistivity can be

-1
P Ps Ps\ (Y\7

rF _(Fo 1—-22) (< 2-18
Ps (P0+< PO)(5>) 19

where y is the axial position through the film, § is the film thickness, py is the value of the

expressed as

resistivity when y = 0, and pg is the value of the resistivity when y = 8. Hirschorn et al. [42, 43],
found that, in the frequency range in which a CPE behavior is found, a relationship between film

properties and CPE parameters Oy and oy can be expressed as

£gy)oH
O = % (2-19)
g0pP;g
where g is a function of oy, i.e.,
g=1+2.88(1—og)>*" (2-20)
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Figure 2-7. System with constant-phase element behavior: a) equivalent circuit and b) Nyquist
plot.
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The general expression for capacitance can be written as
C=— (2-21)
and effective capacitance in terms of CPE parameters can be obtained from

CettpL = 20n(pse€H)! o (2-22)

Equation (2-19) has been used to extract film thickness for oxide films on metals,[44] but, as
discussed by Orazem et al.,[46] with known values of Qy and oy, equation (2-19) represents one
equation with three unknowns. Independent measurement of layer thickness provides an
additional parameter. Another parameter may be obtained from the recent observation that the
measurement model can be used to identify the capacitance of an electrochemical system.[47]
2.2.3.2 Measurement Model

A circuit representation of the measurement model is shown in Figure 2-8. Liao et al. [47]
showed, by regression to synthetic data, that a Voigt measurement model

Ry

< 2-23
1 +joT ( )

K
Z:R()-l-z
k=1

can be used to extract capacitance, ohmic resistance, and polarization resistance values from
impedance data, where 7; is the time constant. Agarwal et al. [1] showed that, by including a
sufficient number of terms, a general measurement model based on equation (2-23) can fit
impedance data for typical stationary electrochemical systems. The number of Voigt elements K

was increased sequentially under the constraint that the 95.4% (£20) confidence interval for each

Figure 2-8. A circuit representation of the measurement model
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regressed parameter does not include zero. The same value for K can be obtained by
minimization of the Akaike information criterion, which penalizes each added parameter.[48] A

capacitance for each element k can be expressed as

Tk
Gk =~ 2-24
K= R (2-24)
and the effective capacitance can be obtained as
1 1
=Y — (2-25)
Cefr k “k

The confidence interval for the effective capacitance can be obtained from the estimated standard
errors of the regressed parameters using a linear propagation of error analysis (see Section 3.2 of
Orazem and Tribollet[49]).
2.2.4 Application of EIS to QLED Devices

Electrochemical impedance spectroscopy (EIS) has been applied over the decades to study
the light-emitting diode (LED) devices and could provide an ability to characterize the electrical
properties of the material and the interfaces inside the device. Cho et al. [50] studied the effects
of plasma treatment on the surface of indium-tin oxide (ITO) anodes on the OLEDs using
different gases. Different values of the contact resistance, the parallel resistance, and the parallel
capacitance inferred by the EIS analysis were attributed to the removal of contaminants and to
changes in the work function of ITO. Nowy et al. [51] used EIS to investigate the charge-carrier
injection properties with different anodes and anode treatments in bottom-emitting OLEDs.
Capacitance, trapped and interfacial charges, and the dynamics of injected charges were analyzed
to study degradation processes. Hsiao et al. [52] used EIS to study the interfacial capacitance of
polymer light-emitting diode devices, and an additional capacitive loop was associated with the
bulk of the PEDOT layer. Kwak et al. [5S3] proposed a method to examine the thermal
degradation of OLEDs by EIS and infrared imaging. The OLED with poor electrical properties
showed a fairly high temperature during the operation and a short lifetime. Cai et al. [54] and

Chulkin et al. [55, 56] measured impedance spectroscopy on OLED devices to study the charge
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transfer in the charge-transport layer. The values of the capacitance and the resistance obtained
from the regression were used to estimate the mobility and concentration of charge carriers, the
parameters responsible for charge transfer and charge density. Tyagi et al. [57] related changes in
OLED impedance to degradation caused by heat generation. So and Kondakov [58] reviewed
degradation mechanisms for OLED devices, including the extrinsic (cathode) and intrinsic
(operation) degradation. They stated that, for polymer OLED devices, charge-transport and
injection properties and charge balance controlled by interlayers at the anode contact affect the
device lifetime. Zheng et al. [59] suggested that the space-charge-limited current (SCLC) with an
exponential trap distribution theory can be used to explain the relationship between the resistance
and the applied potential. The value of the resistance in the degraded device was much larger than
in the un-degraded device due to the moisture and oxygen diffusion or heat associated with
operation. The reported half lifetime is 3000 hours for the red QLED devices, 1000 hours for the
green QLED devices, and only 20 hours for the blue QLED devices by Chen et al. [60]. The half
lifetime is based on that the value of the luminescence decreased to 50% of its original value,
which is equal to 1000 cd/m?. So far, the external quantum efficiency, the operation time, and the
synthesis method are mostly discussed. However, QLED does not have a long history and the
degradation mechanism are still lack of explanations. The EIS is very sensitive to the condition of
the QLED and it may provide a useful tool to study and understand the possible failure

mechanisms.

2.3 Multi-Sine Impedance Spectroscopy
Electrochemical Impedance Spectroscopy, namely measuring the frequency-dependent
complex impedance as a function of frequency, has become a fundamental technique for
analyzing electrochemical systems. The information-rich response of EIS enables the
determination of properties for various electrochemical phenomena in broadly varying systems.
The power of EIS relies on the ability to study the electrochemical phenomena on a wide
timescale. It is utilized very heavily in all areas of electrochemistry, from energy storage and

conversion[61, 62, 63, 64, 65] to coatings[66, 67], from physical electrochemistry [68, 69, 70] to
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corrosion studies [71, 72]. In all cases, EIS data allows decoupling phenomena occurring at
different timescales in the system. As examples, for batteries and fuel cells, the area difference of
the electrodes allow separation of the behavior of two electrodes [73, 74], for corrosion studies,
the polarization resistance of the metal can be obtained without any contribution from the solution
resistance [75] and, in cases where the metal is coated, the coating properties can be isolated

[72, 76]. These separations are only possible because characteristic timescales (typically RC time
constants) for these phenomena are clearly separated.

Since the resolving power of the technique comes from the ability to interrogate events
occurring at different timescales, the accessible range of frequencies is an important parameter to
discuss. The range of frequencies is rarely limited by instrumentation. On the high-frequency
side, manufacturers of electrochemical impedance spectroscopy equipment specify instruments to
have a maximum frequency as high as 8 MHz with a potentiostat [77] and 32 MHz [77] without.
While it is true that, with the correct resistor connected across the instrument cables and correct
geometry, there may be an accurate measurement at such high frequencies, measurements with
practical systems including cable limitations are typically only useful up to 50kHz or less. The
low-frequency side is more interesting. Instrumentally, there is no limitation on how slow a
measurement can be made. Manufacturers’ limits on the low side, when they exist, are bound by
factors such as time between data points, USB sleep times, etc., which can be modified easily
if/when necessary. However, most of the time, the principal limitation is sample stability and,
more often, stationarity. Instrument software typically allow for frequencies as low as 10uHz,
which corresponds to 105 seconds per period, roughly 27.8 hours. Given the need for
measurement of multiple cycles, at least 56 hours are necessary for a measurement at a frequency
of 10uHz. Most electrochemical system are not stationary over a period of days to weeks.

2.3.1 Single-Sine EIS
Single-frequency Fourier analysis could be used for the single-sine EIS measurements and

the outline of the approach could be seen in Section 7.3.3 of Orazem and Tribollet[49] For
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example, the input potential to a system could be expressed as
V(t) = AV cos(wr) (2-26)
and the output current density could be expressed as
i(t) = Aicos(wt + @) (2-27)

To transform a signal from time domain to the frequency domain, a Fourier analysis could be

used. The real and imaginary part of the current density signal could be expressed as

. 1T
i) = /0 i(1) cos(ot)di (2-28)
and
i(0) = —% / " i) sin(on)de (2-29)
0

where T' is the period of an integer number of cycles at frequency ®. The real and imaginary part

of the potential signal could be expressed as

1T
V(o) = / V(1) cos(er)dt (2-30)
0
and
1 !
W)= / V(1) sin(ot)dt (2-31)
0
The impedance was calculated as
Vi +jV;
Z(@)= (2-32)
Ir + JY

2.3.2 Multi-Sine EIS

In an effort to decrease the measurement time, multi-sine, or more generally, Fourier
Transform techniques have emerged as an alternative. Multi-Sine Electrochemical Impedance
Spectroscopy (MS-EIS) was introduced in the late 1970s [78, 79] as a technique that can improve
data acquisition and can shorten the experiment duration. It has been implemented by instrument

manufacturers [80, 81] and used by several research groups to obtain impedance results of various
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electrochemical systems[82, 83, 84, 85, 86]. Unlike the conventional step-sine EIS in which
excitation signals are applied at each frequency separately, MS-EIS excites the sample by one
composite signal containing numerous frequencies intended for investigation. Application of the
Fast Fourier Transform (FFT) on the full signal yields a frequency response from the multi-sine
signal. The impedance is calculated from ratio of the voltage to the current at each frequency.
Fourier Transform techniques are routinely used in analytical chemistry, especially in techniques
where a large number of averages are necessary. Instruments that perform FTIR [87] and FTNMR
[88] are commonplace in chemistry laboratories.

2.3.3 Application of Multi-Sine EIS

The first application of MS-EIS in the literature was reported by Smith et al. , who applied
pseudorandom white noise excitation signals to measure the self-exchange rate constants for
Cr(CN)é_/Cr(CN)ﬁ_ system [78]. The technique was named Fourier Transform Admittance due
to the reliance on FFT to obtain the admittance values. They also described the data processing
involved for FFT impedance and highlighted the advantages of using the technique [79].

Later several studies utilized the technique to obtain the electrochemical impedance of
various systems. Smyrl [89] and Smyrl and Stephenson [90] describe “digital impedance for
faradaic analysis” (DIFA), an input spectrum consisting of superimposed sinusoids such that the
higher frequency members are harmonics of the lowest frequency, and applied the technique to
study corrosion of copper in HCI. Later Wiese et al. . [91] described the working principles of
Fourier Transform Impedance spectrometer in the frequency range from 1 Hz to 105 Hz. They
report that impedance spectra were obtained within few seconds. Few years later, Schindler et al.
developed phase-optimization for the excitation signal to optimize the response. The perturbation
signal used was a superposition of sine waves with properly chosen frequencies [92]. Gabrielli et
al. did a comparison study for the impedance results of single sine wave and white noise
excitation [93]. They stated that the both techniques allow for accurate impedance measurements
and that the white noise yields shorter measurement time only if linear spaced frequencies are

tolerable in the lowest decade.
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Another approach was taken by Gheem et al. in which a broadband periodic excitation
signal, called odd random phase multi-sine, was introduced as a technique to characterize
non-linear and non-stationary systems [94, 95]. As stated by the authors, the technique allows for
differentiation between non-stationarity and non-linearity in the system and has been applied to
coatings and corrosion systems [96, 97].

In addition to the MS-EIS techniques, there have been numerous studies involving signals
that are not generated by adding sine waves. Relaxation Voltammetry [98] is one of the early
examples where a simple open circuit voltage decay measurement has been employed as the
signal used in order to calculate the impedance at low frequencies. The voltage measured can be
Fourier transformed into the frequency domain in order to obtain the spectrum. Though this
measurement is simple, the frequency domain signal is very broad and continuous, decreasing the
signal power at any given frequency, and thus creating issues with signal-to-noise. The extreme
case for signal-to-noise issues come in cases where the signal is simply a potential step function
[83]. Once the derivative of the step is taken, the result is a Dirac function, which is effectively
white in the frequency domain. Though this is shown to work in very-low-impedance systems
where there is plenty of current signal, it is also shown to have problems [99].

There are several commercial implementations of MS-EIS. In all implementations, the goal
has been to decrease the time requirement of the measurement [80, 81, 100]. In the low-frequency
region, properly designed signals have been shown to decrease the time requirement of the
measurement by up to factors of 4.

2.3.4 Kramers-Kronig Relations

The fundamental assumptions behind any EIS measurement are that the measurements are
linear, stable, and causal [49]. The causality and the stationarity conditions can be checked
through compatibility with the Kramers—Kronig relations. The Kramers—Kronig relations relate

the real and the imaginary component of the obtained impedance values, e.g.,

2 ) -7(w)
Zr((IJ) = Zr7°o — E/O Twzdx (2-33)
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Equation (2-33) shows that real component of impedance Z; can be predicted from an analytical
function of the imaginary component if the conditions of linearity, stability and causality are not
violated. Any deviation from the Kramers—Kronig transform can be attributed to the presence of
nonlinearity or non-stationarity in the measurement.

As can be seen from equation (2-33), direct application of the Kramers—Kronig relations
requires integration over frequency ranging from zero to infinity. Due to the finite frequency
range accessible in practical EIS measurements, various approximations are employed in order to
check compatibility with Kramers—Kronig relations. The implementations either rely on fitting
the data to generic Kramers—Kronig-compatible circuit elements, or extrapolations of the data to
the rest of the frequency domain. Two implementations that rely on fitting generic
Kramers—Kronig-compatible models to the data are the measurement model method [1, 2, 2] and
the Boukamp method [4]. The measurement model is based on fitting electrical circuits
corresponding to the Voigt model, which is consistent with the Kramers—Kronig relations. The
Boukamp method is also based on fitting Voigt circuit elements but is linear in its parameters.

Another approach to test for compatibility with the Kramers Kronig relations is to perform
the integration by fitting polynomials to the data. This allows interpolation for getting a better
estimation of the true integral with more points between the frequencies and extrapolation in
order to calculate the regions of frequency that are not experimentally accessible. This approach
has been shown to work, as long as a properly chosen model is accessible [101].

The sensitivity of the Kramers—Kronig relations in the determination of the linearity and
stationarity for the impedance data set has been discussed in the literature. Compatibility with the
Kramers—Kronig relations is known to be sensitive to non-linear behavior only if the
measurement is done for a sufficiently wide frequency range that covers the time constants of the
system [102]. In the case of stationarity, the Kramers—Kronig relation is found to be very
sensitive to non-stationary behaviors in electrochemical systems [103, 104].

The issue of whether the Kramers—Kronig relations may be used to validate multi-sine

impedance data is not fully resolved. Srinivasan et al. [105] state that the Kramers—Kronig
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relations may be used to identify multi-sine data affected by potential drift. Sacci et al. [106] used
the Kramers—Kronig relations to validate dynamic electrochemical impedance spectroscopy data
that employs a multi-sine technique. The results presented by Macdonald [107] suggest that
multi-sine signals treated by fast Fourier and related transformations yield results that
automatically satisfy the Kramers—Kronig relations. The objective of this work is to use
experiments and numerical simulations to test for the compliance of the Kramers—Kronig

relations to the non-stationary behaviors utilizing single-sine and multi-sine excitation signals.

2.4 Ohmic Impedance of Disk Electrodes

The electrode geometry often constrains the distribution of current density and potential in
the electrolyte adjacent to the electrode in such a way that both cannot simultaneously be
uniform. The primary and secondary current and potential distributions associated with a disk
embedded in an insulating plane were developed by Newman.[108, 109] Current distributions
have been calculated as well for planar electrodes in channel flow.[110, 111] Newman showed
that the potential distribution on the disk electrode is not uniform under conditions where the
current density is uniform and, conversely, the current distribution is non-uniform under the
primary condition where the solution potential is uniform.[109, 112]
2.4.1 Frequency Dispersion

The presence of frequency dispersion associated with the current and potential distributions
on the working electrode was introduced by Newman.[113] He performed numerical simulations
for a disk electrode under three conditions: the electrode was purely capacitive (J/ = 0) and the
electrode was subject to a faradaic reaction with / = 0.1 and J = 1. The dimensionless parameter

J may be expressed as[114, 115]
_ 4RenF
TR,

J (2-34)

where R yr 1s the high-frequency or primary ohmic resistance and R; is the charge-transfer
resistance associated with a faradaic reaction. For a pure capacitor, Ry = o0 and J = 0. Newman
presented his results in terms of frequency-dependent resistance and capacitance, showing that,

for a purely capacitive electrode, the ohmic resistance could be described as having a value at
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high frequency that differed from a value at low frequency. The solution to Laplace’s equation
was performed using a transformation to rotational elliptic coordinates and a series expansion in
terms of Lengendre polynomials.

Nisancioglu and Newman[116, 117] used a similar mathematical development to find the
transient potential response of a disk electrode subject to step changes in current. Their treatment
considered a secondary current distribution for which the electrode was subject to faradaic
reactions. Antohi and Scherson expanded the solution to the transient problem by expanding the
number of terms used in the series expansion.[118]

The location of reference electrodes within a nonuniform current and potential distribution
were shown to influence the impedance of thin solid electrolytes[119] and lithium batteries.[ 120]
Cérdoba—Torres et al. suggested that geometry-induced current and potential distributions
influence interpretation of constant-phase element behavior.[121]

2.4.2 Ohmic Impedance

The effect of electrode geometry on impedance was explored further by Huang et al.

[114, 122, 123] who suggested that the influence of nonuniform distributions of current and
potential can be described in terms of an ohmic impedance. The ohmic impedance becomes an
ohmic resistance for geometries yielding uniform current and potential distributions such as a
recessed electrode. The complex character of the ohmic impedance is evident above a

characteristic frequency that can be expressed as

1

e 2-35
27R. nrCo (2-35)

fe

where C 1s the interfacial capacity and the high-frequency ohmic resistance R. yr is that obtained
as the primary resistance. The characteristic frequency given by equation (2-35) depends on the
electrode size and electrolyte conductivity (through R. ).

Gharbi et al. [124] showed that a process model including the Havriliak—Negami equation

(2-36)
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could account for the high-frequency dispersion or complex ohmic impedance associated with the
disk electrode. Equation (2-36) was fit to synthetic data obtained by finite-element simulations of
a disk electrode. The value of o was found to be that associated with local CPE behavior of the
electrode, and 8 had a value on the order of 0.7. They reported the regression of a model

accounting for ohmic impedance and the power-law impedance[125], i.e.,

1)

Reip—R

Z=Royp+—tE—TeHF / PO) g, (2-37)
(1+ Gor)o)f ) 1+joeep(y)

to data collected on aluminum oxide. The regression was performed using an in-house regression
program that employed a Simplex routine; thus, while the fits showed good agreement with the
data, confidence intervals for parameter estimates could not be obtained. Subsequent efforts to
perform this regression using a Levenberg—Marquardt algorithm were unsuccessful.
2.4.3 Application of the Measurement Model

The measurement model was proposed by Agawal et al. [1, 3] in 1990s to check for the
consistency of the experimental impedance data with the Kramers-Kronig relations. By use of a
series of Viogt elements, the measurement model is able to provide a statistically significant fit to
different impedance spectra. The measurement model can also be used to identify the error
structure of the impedance measurements. [2] Boukamp and Macdonald also proposed a
distribution of relaxation-times fitting method to test whether the impedance data satisfies the
Kramers-Kronig relations.[126] A linear method was suggested by Boukamp [127] that the
impedance data at each frequency was fitted to an individual Viogt element by a linear regression.
You et al. [128] showed that the measurement model developed by Agawal et al. was more
sensitive to failures of causality of impedance data caused by the nonstationary behavior than the
approach proposed by Boukamp and implemented by Gamry instruments.

The use of measurement model could not only check for the impedance data that are
consistent with the Kramers-Kronig relations, but also provided a useful tool for understanding
the physics for the system. Orazem et al. [129]showed that zero and high-frequency limits

obtained from the measurement model were used to determine the polarization resistance. The

56



results followed by this procedure could be used to monitor the systems involving the transient
growth of corrosion-product films on copper in synthetic water and on cast iron in Evian water.
You et al. [130] used the measurement model to calculate the effective capacitance of the
hole-injection layer for the quantum-dot light-emitting diode devices. The useful parameters of
physical properties, such as dielectric constant or layer thickness, could be obtained under the
assumption of a power-law resistivity distribution.[43, 42] Liao et al. [47] showed that the
measurement model was able to yield an accurate capacitance by removing the contribution of the
ohmic impedance from the regressed data for systems showing geometry-induced frequency
dispersion. High frequency and low frequency ohmic resistances could be extracted. However,
the effect of mass transfer was not included in the presence of the geometry-induced frequency

dispersion.
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CHAPTER 3
MATHEMATICAL DEVELOPMENT FOR COPPER CORROSION MODEL

Part of evaluating the long-term performance and safety of the Canadian repository system
is to understand the behavior of the copper coated container with respect to localized corrosion.
The Canadian Deep Geological Repository (DGR) system does not lend itself to passivation of
the copper surface, owing to the nature of copper and the environment, so conventional pitting
corrosion is not expected. However, the system will transition from dry to wet conditions, and
there is a possibility that deliquescent species may be present on the container surface, which may
produce different localized environments, and, as a result, localized corrosion damage. The
objective of this work was to develop a time-dependent model for localized corrosion of copper
using the concept of an Evans droplet.[27] The mathematical approach was similar to that
developed by Chang et al. [30] for corrosion of iron under a droplet or under a deposit.

The model included coupled nonlinear conservation equations for ionic species, which
included the contribution of diffusion, migration, local electro-neutrality, and homogeneous
reactions. The anodic and cathodic regions were not predefined but were rather determined by
values of local concentration and potential from the simulation results. The surface coverage of
film was calculated implicitly and expressed in terms of the thickness in units of monolayers. The
model also accounted for the effect of porous CuCl film thickness on the surface oxygen
concentration and potential applied on electrochemical reactions. The influence of temperature

was included on model parameters.

3.1 Numerical Methods

Numerical simulations was performed using COMSOL Multiphysics® 6.0, and the
hardware used was a Dell precision workstation T7920 with dual Intel® Xeon® Gold 6242R 3.1
GHz processors with 256G of RAM. The model was built using the basic module called
mathematics and a physics module called Nernst-Planck Equations. Non-linear governing
equations were solved by the fully-coupled approach in the time-dependent study.

The geometry of the droplet was assumed to be axisymmetric and a quarter ellipse was used
to represent the water droplet on the copper metal surface, as shown in Figure 3-1. I'wg is the

cooper metal surface, I'] is the insulating surface, and I'pg is the interface between the droplet and
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Ya

Figure 3-1. Schematic representation of water droplet on the copper surface.

the repository air. The droplet has a radius OA = 1 mm and a height OB = 0.4 mm. ['rgF is the
farthest location from the copper metal surface within the droplet. Nonuniform distributed
triangular-element meshing was used in the current geometry shown in Figure 3-2 and maximum
element sizes were defined in the droplet domain and at different droplet boundaries. The
maximum element size near the center of the droplet labeled as (1) is 200 times smaller than the
droplet radius, which is OA/200 = 5 um and length of (1) is 95% of OA. The maximum element
size near the periphery of the droplet labeled as (2) and (3) was set to 400 times smaller than the
droplet radius, which is OA/400=2.50 pm, and the farthest distance of @ from the metal surface
is 5% of OA. The maximum element size far away from the metal surface labeled as (4) is 150
times smaller than the droplet radius, which is OA/150 = 6.67 um. The maximum element size
for the domain of the droplet labeled as (5) was set to 50 times smaller than the droplet radius

equal to OA/50=20 um. The model has about 4,400 finite elements.

3.2 Electrochemical Reactions
Sodium chloride was chosen as the supporting electrolyte, and several electrochemical
reactions were considered in the current model. Copper was assumed to oxidize to cuprous ions

in the anodic direction, and cuprous ions could be also plated in the cathodic direction. The
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Figure 3-2. Schematic representation of nonuniform triangular meshing in the model
reversible reaction could be expressed as
Cuz=Cut 4e” (3-1)

The corresponding current density for reaction (3-1) following the Tafel expression could be

expressed as

iF,Cu+ = kCu+,a exp(bCu+,a(q)m - CI)O)) - kCu*,ccCu‘*‘ (0) eXp(_bCu*',c ((I)m - (I)O)) (3-2)

where kc,+ , and kc,+ . are reaction rate constants including the equilibrium potential
information, bcy+ , and bey+ . are lumped parameters, cc,+ (0) is the cuprous ion concentration
on the metal surface, ®y, is the potential on the metal surface, and @ is the potential outside the
diffuse part of the double layer. The kinetic parameters b; was given by

. o;F
~ RT

bi(T) (3-3)

where «; is the symmetry factor for single electron step reactions and «; is the apparent transfer

coefficient for more complicated reactions. Cuprous ions produced by reaction (3-1) could
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transform to cupric ions, which could be expressed as
Cum = Cu* +e” (3-4)
The associated current density for reaction (3-4) could be expressed as
g cu2+ = kour+ aCout (0) exp(boy+ o (Pm—Po)) —koy2+ oyt (0) exp(—bey2+ (Pm—Po)) (3-5)
Cupric ions could be reduced to cuprous chloride ions by chloride ions shown as
Cu** +2C1" +e~ — CuCl; (3-6)
The current density for reaction (3-6) could be expressed as

iF,CuClg = _kCucg cc+ (0)(cer-(0))? CXP(—bcucg (Pm — o)) (3-7)
The oxygen reduction reaction in the acidic conditions is generally expressed as
0, +4H" +4e~ — 2H,0 (3-8)

As discussed by Newman [131], oxygen reduction may follow two elementary steps under the
acidic conditions, i.e.,

0,+2H" +2¢~ — H,0, (3-9)

and

H,O0, +2H" +2e~ — 2H,0 (3-10)

A parameter Y = Dy,0,k2/Do,k3 was defined to distinguish the limiting current behavior, where
k> and k3 are reaction rate constants for reactions (3-9) and (3-10), and Dy,0, and Do, are
diffusion coefficients. As y — 0, reaction (3-10) is much faster as compared to reaction (3-9). A
single limiting current plateau is observed at cathodic potentials. For y — oo, the polarization
curve shows a smaller limiting current plateau, which is half of the bigger plateau for v — 0. For
0 < y < oo, polarization curve falls in between two limiting current conditions and the reactions

are more distinguishable. For alkaline conditions[132], the overall reaction for oxygen reduction
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can be expressed as

0, +2H,0+4e” — 40H™ (3-11)

Elementary steps for reaction (3-11) could be expressed as
O +H;0+2¢~ — HO, +OH™ (3-12)

and

HO, +H,O+2e — 30H" (3-13)

in which HO; is the intermediate. Current densities for reactions (3-12) and (3-13) could be

expressed as
ir,0, = —k0,¢0,(0) exp(—bo, (Pm — Po)) (3-14)
and

ir Ho, = ~KHo, Ho, (0)exp(—byo, (Pm — Do) (3-15)

Hydrogen ions could react cathodically to generate hydrogen, and hydrogen could also be
oxidized to form hydrogen ions. Reversible reactions for hydrogen evolution and reduction could
be expressed as

2H" +e~ = H, (3-16)

The current density for reaction (3-16) could be expressed as

IF,H, = kHyaCH+ (0) exp(sz,a(CDm —®y)) - ku, ¢ exp(_sz,C (®Pm—Do)) (3-17)

Equations 3-1, 3-4, 3-6, 3-12, 3-13 and 3-16 were used to represent heterogeneous

electrochemical reactions on the copper surface.

3.3 Film Formation
Two kinds of films were assumed to form in the current model. One is cuprous chloride salt
film that served as a diffusion barrier. The other is a cuprous oxide film that partially blocks the

electrode surface. Dissolved Cu™ was assumed to react in a second chemical step to form the
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CuCl film, and the reaction could be expressed as[133, 134]
Cut +Cl- 2 CuCl (3-18)
The reaction rate for reaction (3-18) could be expressed as

Rcuct = ktcuct(coutcor- — Ksp.cuct) (3-19)

where K, cucy is the solubility product constant. The CuCl salt film could further react with C1~

to form dissolved CuCl, , and the reaction could be expressed as
CuCl+CI"™ = CuCl, (3-20)

The reaction rate for reaction (3-20) could be expressed as

Reucry; = ki cuct; € — kb cuct; Ceuct; (3-21)

Dissolved Cu™ could also react to form the Cu,O film and the reaction could be expressed
as[135, 134]
2Cu™ +Hy0 = CuyO+2H" (3-22)

The reaction rate for reaction (3-22) could be expressed as

Reu,0 = ke cuyo((ccut)* — Kp.cuo(cp+)?) (3-23)

The surface coverage for CuCl and Cu;O films was calculated implicitly and expressed in terms
of the thickness in units of monolayers given as

A My 1
Agp  Pidm;i Agp

’}/i_

(3-24)

where Ag, is the surface area of the droplet, A; is the surface area of the film, My, ; is the molecule

weight, p; is the density of film, and dy, ; is the monolayer thickness of the film.
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3.4 Homogeneous Reactions
Multiple homogenous reactions were also assumed to take place in the droplet. Reversible
homogeneous reactions were assumed to reach equilibrium at longer elapsed time, and
equilibrium constants were used to govern species concentrations. The equilibrium constant is
generally defined based on the reaction stoichiometry and species concentrations, and it could be

expressed as

Hcf;,i

Keg = — (3-25)

s
r,i
i

where s; 1s stoichiometric coefficient, and subscripts p and r stand for products and reactants.
Water dissociation was included in the current model to account for the pH effect and the
reaction could be expressed as

H,O =H"+0H" (3-26)

The elementary steps for most homogeneous reactions were guided by the database from the
thermodynamic speciation program PHREEQC, which contained information on the aqueous
geochemistry.[136, 137, 138] Dissolved Cu™ and Cu?t could react with chloride, carbonate, and
hydroxide ions to produce dissolved copper chloride, copper carbonate and copper hydroxide
complex. Homogeneous reactions were removed from the model when associated product
concentrations were smaller than concentration of one molecule in the droplet, which could be

expressed as
1

- 3-27
NAV, (3-27)

Cm,d

where Ny = 6.02214 x 10> mol~! is the Avogadro’s number, and V; = 8.38 x 10~* cm? is the
volume of the droplet. Species involving copper chloride complex in the current model are

CuCly 2 , CuCl™ and CuCl,. Associated reactions could be expressed as
CuCl, +CI" = CuCl%’ (3-28)

Cu2" +ClI- 2 CuCl* (3-29)
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and

CuClt +Cl™ 2 CuCl,

(3-30)

As shown by Yuan et al. [139], dissolved CuCl; and CuCl%f could react with O, to produce

hydrogen peroxide and superoxide species, and the associated reactions could be expressed as

CuCl, +0, = 05~ +Cu?t +2C17!

CuCl;” +0, = 05 +Cu*t +3C1™!
CuCl; +0y +2H" — Hy0, + Cu?™ +2C17!

and

CuCl3~ + 0, +2H" — Hy0, 4+ Cu?* +3C17!

Reaction rates for reactions (3-31), (3-32), (3-33) and (3-34) could be expressed as

_ _ 2
Reucty 02~ = ki cucty 02 Ceucty €05 — Ky cucry 02~ Co2-Cou (car-)

R =k

-2 2
CuCl32,03

_ 2
Reuer; 1,0, = kf,CuCl;HzozCCucg co,(cu+)

and

_ 2
RCuCl;Z,Hzoz - kf,CuCl;Z,Hzoz Ccuci3-¢0, (cu+)

Available CO; in the repository air could be dissolved into the electrolyte where it could

transform to HCO; and CO%‘. Corresponding reactions could be expressed as
HCO; +H" = CO, +H,0

and

CO3" +H" = HCO;
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Species involving copper carbonate complex in the current model are CuCO3 and CuHCO§r and

Associated reactions could be expressed as
Cu*" +CO3~ = CuCO;s (3-41)

and

Cu** + HCO; = CuHCO7 (3-42)

Species involving copper hydroxide complex in the current model are CuOH™, Cu(OH),, and

Cuz(OH)%Jr. Associated reactions could be expressed as

Cu’t +H,0 = CuOH" +H" (3-43)
CuOH" +H,0 = Cu(OH), +H* (3-44)

and
Cu?" + CuOHH,0 = Cuy(OH)3 " +H' (3-45)

11 out of 17 homogeneous reactions from PHREEQC database were kept after the concentration

check over a 10-year simulation.

3.5 Governing Equations
Nonlinear partial differential equations were solved in the cylindrical coordinates and the

governing equation for the mass transfer within the droplet could be expressed as

adc;
%G _V.Ni+R: 3-46
5 + (3-46)

where c; 1s species concentration, ¢ is the elapsed time, Nj is the species flux, and R; is the

homogeneous reaction rate. Species flux could be expressed as
Ni = —ZiFuiCiV(I) — DiVC‘i (3—47)
where z; is the number of charge, F is the Faraday constant, ® is the electrical potential, D; is the

diffusion coefficient, and u; is the mobility. The relation between mobility and diffusion
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coefficient was assumed to follow the Nernst-Einstein equation as

D;
U= —

RT (3-48)

where R is the ideal gas constant and 7 is the temperature. The first term in Equation (3-47) is
migration and the second term is diffusion. The governing equation for conservation of charge
could be expressed as

V.i=0 (3-49)

The current density is the result of motion of ionic species in the electrolyte, which could be

expressed as
i = FZziNi (3-50)
Substitution of equation (3-47) into equation (3—510) yields
i=-FV®Y zuic;—F) DV (3-51)
i i
Substitution of equation (3-51) into equation (3-49) yields
0=—V-(kVP) FZZI (DiVci) (3-52)
where K is the electrolyte conductivity, which can be expressed as
K =F ZZiMiCi (3-53)

There are several reasons to account for the migration in the current model. The location of
anodic and cathodic regions is controlled by nonuniform concentrations in the droplet, and values
for potential applied on electrochemical reactions need to be obtained. As shown in Equation
(3-52), Laplace’s equation V2@ = 0 is only valid for uniform concentration and conductivity. The
value of the total current on the electrode surface is defined using an integral equation, which

could be expressed as

T
/ Pardr—a— 0 (3-54)
0
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where r is the radial coordinate and a is the constant used to control the value of the total current.
The open-circuit condition was chosen in the current model such that value of a is equal to zero.

Local electroneutrality was also applied, which could be expressed as

Zzici —0 (3-55)
i

The local corrosion rate for copper was defined to be

chorr,local _ icu+Mcu
t anCu

(3-56)

Rcorr,local =

where Lo jocal 18 the local corrosion depth, Mcy is the molecular weight of Copper, and pcy is

the density of copper.

3.6 Boundary Conditions
The boundary conditions used to solve the set of non-linear governing equations are
presented in this section. At the top of droplet labelled as I'rgp in Figure 3-1, which is the furthest
location from the copper metal surface, the reference potential ®,.¢ was defined. Under the
assumption that the copper plating reaction shown in reaction (3-1) and the cuprous ion oxidation
shown in reaction (3-4) reached the equilibrium conditions for longer elapsed time, the value of

®..r was calculated as

RT < Coy2+ >
@ =@+ —In| —S— 3-57
releREF ref+ F n ((< CCu+ >)2) ( )
where beef is the standard cell potential between copper plating and cuprous ion oxidation, and

< coyt > and < ¢ 2+ > are average concentrations. The droplet was assumed to be initially air
saturated, and concentrations for gaseous species O, CO,, and H; in the droplet were assumed to
be in equilibrium with concentrations in the repository air. The value of initial concentration for

gaseous species could be calculated using Henry’s law, i.e.,
co, (1 = 0s) = Hipyi (3-58)

where H; is Henry’s law constant, p is the pressure in the air and y; is species fraction in the air.

Available O, was assumed to follow an exponential decay in the repository air as described by
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Scott et al. [140], and the time-dependent concentration for O, at the droplet boundary labeled as

I'pp could be expressed as

—t
€0, | = €0, (t = 0s) exp (g) (3-59)
2

where 70, is time constant associated with O, decay. The time constant was expressed as

_ haw i
02 = 31n(10) (3-60)

where #( 19, is elapsed time associated with 0.1% O, remaining in the repository. For CO, and H;

concentration at the droplet boundary ['pg, fixed concentration conditions were applied that could

be expressed as
cco,|rps = Hco,Pyco, (3-61)
and
CH, |rpp = Hiy PYH, (3-62)

Zero fluxes were assumed for ionic species at the droplet boundary I'pg that were shown as

At the copper metal surface I'wg, fluxes for reacting species in electrochemical reactions could be

expressed as
—SilF,i
nF

Nilrye = (3-64)

where n is the number of electrons transfer in the electrochemical reactions and the total current

density on the copper metal surface I'wg was the sum of each individual current density shown as

iIryg = ZiF,i (3-65)

1

Expressions of the current density for each electrochemical reactions are described in section 3.2.

3.7 Influence of CuCl and Cu;0O Films on Current Density
With the presence of CuCl and Cu,O film on the copper metal surface, electrochemical

reactions were assumed to be slowed down. As Shown in Figure 3-3, four differen scenarios for
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surface coverage were considered. No films were formed on the copper metal surface initially and
surface coverage for both films were zero shown in Figure 3-3(a). CuCl film was found to be
developed first on the copper metal surface shown in Figure 3-3(b) such that 0 < Ycyc) < 1 and

0 < Ycu,0 K 0. Cu0 film was assumed to grow underneath CuCl film. The third scenario was
when Ycuc) > 1 and 0 < Ycy,0 < 1 shown in Figure 3-3(c), and the last scenario was when surface
coverage for both films became larger than one such that yc,c1 > 1 and ycy,0 > 1. Coupled
switched reaction rate constant was used for each individual current density under different

scenarios and associated reaction rate constant could be adjusted shown as

(1 = yeuar) + feuarYeuan) i pare 0<7yuar < land0 < yoy,0<K 1
ki= 9 (foucr(1 = Ycu,0) + feu,0Ycu,0)kipare Yeucr > 1 and 0 < Yey,0 < 1 (3-66)
Jcu,0ki pare Ycuct > 1 and Yoy,0 > 1

where fcuc1 = 50% and fcy,0 = 2% are reaction rate constant factors influenced by CuCl and

Cu; 0 films respectively.

3.8 Influence of CuCl Film on Surface Oxygen Concentration and Potential
As shown in Figure 3-4, potential and surface oxygen concentration were adjusted to
account for the presence of CuCl film. The Bruggeman equation [141] was used to calculate the

effective diffusion coefficient for oxygen.
Do, et = €61 Do, (3-67)

where €cycy is the porosity of CuCl film. The current density for oxygen reduction (3-12) could
be expressed in terms of oxygen flux given as

(3-68)
y=0
where y is the axial coordinate. In the presence of a thin film on the metal surface, equation 3-68

could be expressed as[142]

(3-69)
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Figure 3-3. Schematic representation of CuCl and Cu,O film developed on copper metal surface:
a) Yeucl = 0 and Yew,0 =0, b) 0 < Yeuer < 1 and 0 < yew,0 < 1, €) Yeucr > 1 and
0 < Yeu,0 <1 d)Yeuar > 1 and Yeu,0 > 1.
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Figure 3-4. Schematic representation of CuCl Film on the copper metal surface.
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where dcycy is thickness of CuCl film. The current density for oxygen reduction could be
expressed using either kinetic expression or mass-transfer expression. Thus, the O, concentration

on the metal surface could be obtained by setting equation (3-14) equal to equation (3-69).

€O (5C Cl)
0.0 = o sa (3-70)
nFDo, ot exp(—bo, (Pm —Po)) + 1
The influence factor of CuCl film on surface oxygen concentration was defined as
co, (0 co, (8cuci
A= C (25( ) ) B ko, 8cuci 2( » ) (3-71)
0, 0cucl1 ’lFlZ)—ozeﬂ exp(—bo2 (CI)m — (1)0)) +1

The approach to account for the influence of CuCl film on potential was similar to that used by
Riemer et al. [143] in the cathodic protection model for long pipelines. Potential drop through

the CuCl thin film was assumed to follow the Ohm’s law given as

D(Ocycy) — P
i — % (3-72)
PcuciOCucl

where p(,c; is the resistivity of CuCl film that was given by
(3-73)

Thus, a relation between potential outside the diffuse part of the double layer and outside CuCl

film was given by
@) = P(Scuct) — iPeuc1Ocuc (3-74)

As shown in equations (3-74) and (3-70), oxygen would decrease from outside CuCl film to metal
surface, but potential would either decrease or increase depending on the sign of total current
density. Instead of directly solving for @ and co, (0), ®(dcyc1) and co, (dcuci) became
dependent variables. For example, current density for oxygen reduction shown in equation (3-14)

could be expressed as

ir.0, = —ko,Aco, (8cuct) exp(—bo, (Pm — (P(8cuct) — it PéuciOcuct)) (3-75)
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where iy, , is the total current density in previous time step to avoid circular dependence issue.

3.9 Influence of Temperature on Model Parameters

A simplified 3-D finite element model was built by Guo [144] that accounted for the
thermal response on the Canadian used nuclear fuel container surface. The model was based on
previously developed models, but using modified near-filed boundary conditions. The
temperature on the container surface was calculated for a million years and the transient
temperature is shown in Figure 3-5. The initial temperature in DGR is 284 K, and it is expected to
increase to a peak value of 357 K in 45 years. The temperature on the container surface is then
expected to cool down to 284 K in one million years, which is the same as the initial temperature.

The transient temperature shown in Figure 3-5 was implemented as a uniform value through
the droplet for every time step using an interpolation function. The influence of temperature was
considered on several model parameters, including equilibrium constants and reaction rate
constants for homogeneous reactions, diffusion coefficients, rate constants and kinetic parameters
for electrochemical reactions, solubility product constants, and Henry’s law constants. The Van’t
Hoff equation [145] was used to account for the influence of temperature on homogeneous
reaction equilibrium constant, reaction rate constant for film formation, solubility product

constant and Henry’s law constant, as

~AH? (11
Keqi(T) = Keg(To) exp ( 1 <— — —)) (3-76)

R \T T
—AH? (11

ko i(T) = Kiyp,i(To) exp R T T (3-77)

Kei(T) = Ko (Tp) exp SAHD (11 (3-78)
Pt °P R T T

and

— 6
H(T) IHi(To)eXP< S (1—i)> (3-79)

respectively, where A;HY is that change of enthalpy and Ty = 298.15K is the room temperature.

An analytic expression suggested by PHREEQC [136, 137, 138] was also used to account for the
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Figure 3-5. Temperature on the container surface in Canadian DGR.

influence of temperature on homogeneous reaction equilibrium constant, which was given by

A A
log o Keq(T) = A +A2T+T3—|—A410g10T+T—§ (3-80)

where A1, Ay, Az, A4 and As are analytic constants. For the dilute solutions, diffusion coefficients

could be expressed as a function of temperature using the Stokes-Einstein equation [146] given as

kT

Di(T) = 6mvy(T)r; (3-81)

where kg is the Boltzman constant, r; is the dynamic solvent viscosity, and r; is the radius of
diffusing particle. Water is the solvent in the current model, and the temperature-dependent

viscosity of water could be expressed using Vogel-Fulcher—Tammann equation [147, 148, 149] as

ViLo(T) = A x 107-¢ (3-82)
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where A = 2.414 x 10~>Pa.s, B = 247.8K and C = 140.0K are constants. The expression to

account for influence of temperature on diffusion coefficient was given by
_2H _10<W_T07—C> (3-83)

As discussed by Bard and Faulkner [150], a relation close to Arrhenius equation could be used to
account for the influence of temperature on electrochemical reaction rate constant, which was

expressed as
—E (1 1

ki(T) = ki(To) exp (? (7 - T())) (3-84)

where E is the activation energy. As shown in equation (3-3), kinetic parameters for
electrochemical reactions were inverse linear to the temperature and the relation between two

temperatures for b; could be expressed as

bi(T) == (3-85)

Values of parameters that were used to account for the influence of temperature will be given in

Chapter 4.
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CHAPTER 4
10-YEAR SIMULATION FOR COPPER CORROSION MODEL

In the current study, two extreme conditions were chosen such that oxygen concentration in
the repository air would reach 0.1% of initial oxygen concentration either in g 19, = 5 years or
t0.1% = 5 weeks, corresponding to 7o, = 0.73 years or 7o, = 0.73 weeks in equation (3-60). As
shown in Figure 4-1, the oxygen concentration at the droplet boundary was plotted in right y-axis
as functions of elapsed time in Figure 4-1. The oxygen concentration decreased from 3.39x 10~
mol/cm? with 7919, = 5 years in 10 years. For smaller 73,14, = 5 weeks, the oxygen concentration
became smaller than concentration of one molecule in the droplet ¢, ¢ in 0.53 years. Temperature,
plotted on the left y-axis as functions of elapsed time increased from 284 K to 346 K in 10 years.
Parameters used in the simulations at room temperature 7p = 298.15 K are shown in Table 4-1,

and parameters used to account for the influence on model parameters are shown in Table 4-2.

4.1 Simulation Results

The model showed a 10-year time-dependent radial distribution of anodic and cathodic
current density, surface coverage of CuCl film and Cu;O film, and localized corrosion rates and
depths. It also showed a distribution of pH, potential, and concentrations of dissolved gaseous and
ionic species through the entire droplet. Temperature and oxygen concentration were shown to
have a strong contribution to the simulation results.
4.1.1 Current Density and Potential

The open-circuit condition was chosen in the current model. To confirm that this condition
was satisfied, ratios of maximum current in the individual current and the total current were
checked. Ratios of absolute value of maximum current and absolute value of total current are
presented in Figure 4-2(a) as a functions of elapsed time for both oxygen decay cases.
litota1|/ limax| has a largest value of 3.5 x 10~* and a smallest value of 9.8 x 10~1, which indicates
the open-circuit condition is satisfied at every time step. Ratios of absolute value of maximum
current and absolute value of total current |iio|/|imax |, presented in Figure 4-2(b), follow a
pseudo log-normal distribution with a mean value of 3.5 x 10~ for faster oxygen decay and a

mean value of 8.9 x 1076 for slower oxygen decay.
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Table 4-1. Parameters used in the simulations at 7y = 298.15K

Parameter Symbol Value Parameter Symbol  Value

beyt 195V1! ket o 0.1 A cm/mol

beyt 19.5v-! keucr; [1341% 1.63x10'% A cm’/mol?
beucr; ¢ 19.5v~! kip+ o [151] % 4.15%10° A cm/mol
bey+ 19.5Vv~! kig+ ¢ [151]* 3.28x10'2 A cm*/mol?
by e 195 v~! ko, [134]* 6.57 A cm/mol

by+ 4 [151] 384 V! ko, 1x10~* A cm/mol
by+ . [151] 242 V-1 ke cucl 10 cm3/ mol s

bo, 19.5Vv~! ke cucr; [134] 1x107> cm’/ mol s
byo, 19.5v-! ky cucr, [134] 1370 s~

D¢i- [49] 2.03x107> cm?/s kf.Cuy0 1x107% cm’/ mol s
Dco, [152] 2.02x107° cm?/s Ksp.cuct [153] 1.72x10~! mol*/cm®
Deoz- [152] 8.10x107° cm?/s Ksp,cu,0 [154] 1.72x1071

Dcy+ 1.64x 107> cm?/s K cucty 02 11391 1.20x10° em?/ mol s
De,2-+ [49] 7.33x107% cm?/s Ky cuct; 02 11391 1.83x10"7 em®/mol’ s
Dy, [155] 1.20x107° cm?/s ke cuciz2.052 [1391 44010 em?/ mol s
Deycp- [155] 1.19x107° cm?/s kb cucis2 052 1391 3.06x108 em'2/mol* s
Deycr+ [156] 1.30x 107> cm?/s kﬁCuC12 7H202 [139]  2.00%10%? cm®/mol® s
Dcyc, [156] 1.30x 107> cm?/s ke cucy2 0, [1391 2.00%10% em'?/mol* s
Dcyco, [157] 1.27x107° cm?/s K. cuci;2 1371 1.58x10° cm?/mol

DCuHC03+ [157]
Dcyon+ [157]
Dcy(ony, [157]
D¢y, (on), [157]
Dy [49]

Dy, [158]
Dy [159]
Dy,0, [160]
Dyco; [152]
Dszr [49]

Do, [161]
Dgy- [162]
Doy~ [49]
Ho, [163]

Hy, [163]
Hco, [163]
kCu+,a [151]*
kcy+ ¢ [151] *
kCu2+,a

1.27x1075 cm?/s
4.50%x 1075 cm?/s
4.50%x 1073 cm?/s
4.50% 1073 cm?/s
9.31x1073 cm?/s
5.11x1073 cm?/s
2.30x 1073 cm?/s
2.00x 1073 cm?/s
1.17x1075 cm?/s
2.02x1075 cm?/s
1.97x 1075 cm?/s
4.40%x 1078 cm?/s

5.26x 1078 cm?/s

1.22x10~% mol/cm? atm
7.90% 10~7 mol/cm? atm
3.34% 107> mol/cm? atm

1x10~7 A/em?
1x10~7 A cm/mol
1x10~* A cm/mol

Keq,CuCl* [137]
Keq.,CuClz [137]
Keq,co, [137]
K.quco; [137]
Keq,CuCO3 [137]
Keq,CuHCO; [137]
Keq cuon+ [137]
Keq Cu(OH), [137]
Keq Cu2(OH), [137]
Keq, 1,0 [137]
YO,

YH,

YCO,

5m,CuC1

Om,Cu,0 [164]
Pcu

Pcu,0

Pcucl

€cucl

2.69x103 cm?/mol
2.57x10% cm3/mol
2.25%10° cm3/mol
2.13%x10"3 cm3/mol
5.37x10° cm3/mol
5.01x10° cm?/mol

1x10~ 11 mol/cm3

2.09% 10712 mol/cm?
438%x1073

1x 10720 mol?/cm®
0.21
5%x1077

4x10~

1 nm

0.98 nm
8.96 g/cm’
6 g/cm’
4.14 g/em?
0.1

* denotes values of parameters were adjusted from literature




Table 4-2. Parameters used to account for the influence of temperature on model parameters

Activation energy E;  Value units | change of enthalpy ArHi6 Value Units
Ey. , [165] 39.74  kJ/mol AH] [137] -17.32  kJ/mol
Eg,. , [166] 40 kJ/mol ArHI"(Sé_CuCl[ISS] 57.65  kJ/mol
E_,, [167] 40 kJ/mol ArH,ff~Cu20[134] 60 kJ/mol
Ejepor 11671 40  kJ/mol ArH,%SP’CUZO[134] 20 kJ/mol
Ekcucg [134] 45 kJ/mol ArH’?f_cua; [137] -1.75  kJ/mol

Ey,, ,[168] 20 kJ/mol ArH,‘?b’CUCE [137] -1.75  kJ/mol
Ey, . [168] 20 kJ/mol ArH,@(eq’CuCl+ [137] 36.2  kJ/mol
Eyo, [169] 20 kJ/mol ArH,“){eq,CuC12 [137] 7.99  kl/mol
EkHOE [169, 134] 40 kJ/mol AngO2 [163] -14.13  kJ/mol
AngHz [163] 441 kJ/mol
AngCO2[163] -19.95  kJ/mol
Constants A;
Equilibrium constant A Ay (K™h Az (K) A4 As(K?)
Keq.co,[137] 107.887 0.0325 -5151.790  -38.926 563714
Keqnicos [137] 356.309 0.0609 21834370  -126.834 1684915
Keqn,0[137] -283.971  -0.0507 13323.000 102244  -1119669
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Figure 4-1. Temperature and oxygen concentration at the droplet boundary as functions of
elapsed time for 10-year simulation

The absolute value of current for each individual electrochemical reaction |ir ;| as functions
of elapsed time for slower oxygen decay with 79 14, = 5 years is shown in Figure 4-3(a) and | |
for system with faster oxygen decay with 7 19, = 5 weeks is shown in Figure 4-3(b). For 79,19, = 5
weeks, copper dissolution was the dominant anodic reaction and oxygen reduction reaction was
the dominant cathodic reaction in early elapsed times. Atz = 1.54 x 10~# years, both dominant
currents became slightly smaller because CuCl film was formed on the copper metal surface with
surface coverage Ycycy larger than one monolayer thickness. Then, the dominant current became
larger due to the elevation of temperature. At ¢ = (.12 years, the dominant currents became much
smaller due to the formation of Cu,O film with a surface coverage Ycyuci larger than one
monolayer thickness. As oxygen was gradually consumed by electrochemical and homogeneous
reactions and oxygen supply from the repository air decays, HO, reduction became the dominant
cathodic reaction to balance the copper dissolution at t = 2.67 years. In even longer elapsed time,

copper dissolution and HO, reduction were the dominant reactions and associated currents
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gradually decreased in 10 years. For other reactions within 10 years, the current for Cu>*
reduction and CuCl; reduction initially increased to a peak and then decreased, but the current
for CuCl; reduction was much smaller compared to other currents. The current for the H;
reaction initially kept constant and then decreased to a smaller value in 10 years. For 79 19, = 5
weeks, the oxygen concentration decayed faster and the current for HO, reduction starts to
balance the current for copper dissolution at an earlier elapsed time 7 = 0.09 years. As HO, was
consumed in the droplet, Cu™ plating and Cu™ oxidation became dominant cathodic and anodic
reactions respectively at t = 4.43 years and associated currents tended to decrease in 10 years.
Other reactions behaved very similar as compared to reactions with 7 j¢, = 5 years. Some
currents showed discontinuity such as current for CuCl; reduction since any current smaller than
the total current was set to zero in Figure 4-3.

Average values of potential applied on electrochemical reactions are plotted as functions of
elapsed time in Figure 4-4 for two extreme conditions. Potential < &, — Py > became more
cathodic for both cases, in which the value of < &, — Py > changed from 0.08 V to -0.30 V for
fo.19% = 5 years and changed from 0.08 V to -0.13 V for 73,14, = 5 weeks in 10-year simulation. At
t = 1.54 x 10~* years, a small potential jump was due to the formation of CuCl film with the
surface coverage larger than one monolayer thickness.

Absolute values of anodic and cathodic current for reversible electrochemical reactions
(3-1) (3-4) and (3-16) are plotted as functions of elapsed time shown in Figure 4-5. For #y.1¢, = 5
years, current for copper dissolution was much larger than current for copper plating for all the
time as shown in Figure 4-5(a), current for Cu™ oxidation was much larger than Cu?* reduction
all the time as shown in Figure 4-5(b) and, current for H, reduction was larger than current for Hy
evolution as shown in Figure 4-5(c). For currents with 79 19, = 5 weeks presented in Figures
4-5(d), 4-5(e) and 4-5(f), it showed similar behavior compared to currents with ¢y 1, = 5 years in
early elapsed time, but anodic current and cathodic current became overlapped to each other as

elapsed time ¢ approached 10 years.
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Figure 4-3. The absolute value of current as functions of elapsed time for each individual
electrochemical reaction: a) 1y, = S years, b) 19,14, = 5 weeks
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Anodic and cathodic regions on the copper metal surface were not predefined, but were
calculated from locally non-uniform potentials and concentrations. The ratio of anodic current
density and absolute cathodic current density i,/ |i.| is presented in Figure 4-6(a) as a function of
normalized radial position with elapsed times as a parameter for slower oxygen decay. A value
for i,/|ic| larger than 1 represents the anodic region, and i,/|ic| smaller than 1 represents the
cathodic region. To identify transient changes of anodic and current regions more easily, i,/ |ic|
was plotted as functions of elapsed time at droplet center, periphery and at r/ro = 0.9, as shown
in Figure 4-6(b). At the center of the droplet, a cathodic region is seen initially, then i, /||
increased to a anodic region with a peak value of 1.003 at r = 4.4 x 107° years, i,/|i.| decreased
to a cathodic region with a peak value of 0.992 at t = 1.5 x 10~* years, and i,/|ic| increased to
another anodic region with a peak value of 1.003 at# = 0.07 years. The periphery of the droplet
moved initially from an anodic region with a peak value of 1.05 to a cathodic region with a peak
value of 0.998 at 0.07 years. Atz = 1.5 x 10~ years, the sudden jump of the current ratio at the
droplet periphery was due to the surface coverage of CuCl film becoming larger than 1 monolayer
thickness. For a location between the center and periphery of r/ry = 0.9, a cathodic region was
observed initially when an anodic current was seen at the periphery. At longer elapsed times,
ia/|ic| tended toward to a value close to 1 at 7 = 5 years, and it was hard to distinguish the
cathodic and anodic regions on the copper metal surface. For faster oxygen decay, the radial
distribution of i,/|ic| is shown in Figure 4-7(a), and i, /|ic| is shown in Figure 4-7(b) for the
droplet boundary, periphery and r/ro = 0.9. Transitions of current density were similar compared
to slower oxygen decay, but i,/ |ic| became close to 1 at# = 0.19 years.

The radial distribution of total current density for slower oxygen decay is shown in Figure
4-8 with elapsed time as a parameter. For r = 2.7 x 1073 years in Figure 4-8(a), both droplet
center and periphery showed a anodic region with a maximum anodic current density of 5
nA/ cm?, and locations in between showed an cathodic region with a maximum cathodic current
density of -0.2 nA/ cm?. As shown in Figures 4-8(b) 4-8(c) and 4-8(d), the magnitude of current

density became smaller as elapsed time increased. Cathodic and anodic regions were more
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Figure 4-6. The ratio of anodic current density and absolute cathodic current density i,/ .| for
slower oxygen decay: a) iy/|ic| as a function of normalized radial position with
elapsed time as a parameter and b) i,/|ic| as functions of elapsed time at droplet
center, droplet periphery and location at r/r9p=0.9
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Figure 4-7. The ratio of anodic current density and absolute cathodic current density i,/ |i.| for
faster oxygen decay: a) i, /|i.| as a function of normalized radial position with elapsed
time as a parameter and b)i, /|i.| as functions of elapsed time at droplet center, droplet
periphery and location at r/ry=0.9
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separable with anodic region near the droplet center and cathodic region near the droplet
periphery. The peak value of current density was on the order of 0.5 and -0.5 nA /cm? at r = 0.08
years, 1 or -1.5 pA/cm? at t = 3.5 years and 0.1 or -0.2 & 1 pA/cm? at t = 5.6 years. The radial
distribution of total current density for slower oxygen decay is shown in Figure 4-9. At

t = 2.7 x 1073 years, both droplet center and periphery shows the anodic region with a maximum
anodic current density of 3.6 nA /cm?, and locations in between show the cathodic region with a
maximum cathodic current density of -0.2 nA /cm?. The current density for faster oxygen decay
decreased faster as compared to slower oxygen decay. The peak value for anodic and cathodic
current density was 0.4 or -0.7 nA /cm? at t = 0.08 years, 1 or -1.5 pA/cm? at t = 0.18 year and
0.1 or -0.2 pA/cm? at t = 0.2 years.

4.1.2 Gaseous Concentrations and pH

Normalized average gaseous concentrations < ¢; > /c;(t = 0s) for O, CO, and H; are
presented as functions of elapsed time for slower and faster oxygen decay in Figure 4-10. For
both oxygen decays, < ¢; > /cj(t = 0s) decreased from 1 to 0.22 for CO, and from 1 to 0.72 for
H, in the 10-year simulation. For O3, < co, > /co,(t = 0s) decreased to 4 x 10~ for slower
oxygen decay, and decreased to a value smaller than one molecule per droplet concentration for
faster oxygen concentration decay in 10 years. The decrease of gaseous concentrations was
primarily influenced by the concentration supply at the droplet boundary. Due to the elevation of
temperature, gaseous concentrations decreased as temperature increased, as shown in equation
(3-79). Gaseous concentrations could also be affected by associated reaction, but the effect was
relatively minimal as compared to the temperature influence since mass-transfer-limited behavior
was not seen.

Water dissociation was included in the current model, and pH could be calculated using
concentration of hydrogen ions. The value of neutral pH was 7 for systems at room temperature,
and this value is strongly influenced by temperature. As shown in Figure 4-11, neutral pH
decreased from 7.3 to 6.4 as temperature increased from 283 K to 346 K in the 10-year

simulation. For slower oxygen decay in 10 years, the pH changed from the neutral condition with
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Figure 4-8. Total current density as a function of normalized radial position for slower oxygen

decay with different elapsed time: a) t = 2.7 x 1073 years ,b) t = 0.08 year, ¢) t = 3.5
years and d) t = 5.6 years
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Figure 4-10. Normalized average gaseous concentrations as functions of elapsed time: a) slower
oxygen decay with 79,19, = 5 years and b) faster oxygen decay with 79 19, = 5 weeks.
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a value of 7.25 to a more alkaline condition with a value of 10.3, and it tended to increase in even
longer elapsed time. For faster oxygen decay, the pH changed initially from the neutral condition
with a value of 7.25 to a more alkaline condition with a peak value of 10.1 atr = 3.56 years. The
pH then tended to decrease at r = 10 years.

4.1.3 Influence of CuCl and Cu,;0O Films

Growth of nm-scale films was considered in the current model. Average surface coverages
for films as functions of elapsed time are shown in Figure 4-12. For the average surface coverage
of CuCl film < ycyc1 > shown in Figure 4-12(a), two curves were overlapped for slower and
faster oxygen decay, indicating that growth of CuCl film is barely influenced by temperature or
oxygen. The surface coverage Ycuc1 became larger than 1 monolayer thickness at r = 1.84 x 10~
years and reached a plateau of 64 monolayer thickness in 10 years. For growth of Cu;0 film
shown in Figure 4-12(b), the average surface coverage of Cu,O film < ycy,0 > became larger
than 1 monolayer thickness at t = 0.36 years for faster oxygen decay with 79 19, = 5 weeks and
became larger than 1 monolayer thickness at # = 0.13 years for slower oxygen decay with
10.1% = 5 years. Average surface coverage of CuyO film < ycy,0 > increased to 1,593 monolayer
thickness for slower oxygen decay and increased to 164 monolayer thickness for faster oxygen
decay. Oxygen was shown to play an important role in accelerating the growth of Cu,O film and
increasing the surface coverage for Cu,O film.

Radial distributions of the CuCl surface coverage at four elapsed times for both oxygen
decays are shown in Figure 4-13. Four associated elapsed times were chosen when Ycyc reached
around 1, 10, 31, and 64 monolayer thickness. Figure 4-13(a) is the summary of Yy for four
elapsed times, and Figures 4-13(b), 4-13(c), 4-13(d) and 4-13(e) are Ycyucy at each selected elapsed
time. The surface coverage Ycyc1 was almost uniform on the copper metal surface with a slightly
larger monolayer thickness at the droplet periphery and with a smaller monolayer thickness at the
droplet center. For systems with faster oxygen decay, Ycyc) followed a similar shape and had a

smaller value as compared to systems with slower oxygen decay.
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Figure 4-11. The average value of pH in the droplet as functions of elapsed time

Radial distributions of surface coverage for the Cu,O film ycy,0 are shown in Figure 4-14
for slower oxygen decay and are shown in Figure 4-15 for faster oxygen decay. Four elapsed
times were chosen when ycy,0 was around 1, 10, 100, and 1,717 monolayer thickness for slower
oxygen decay, and four elapsed time were chosen when Ycy,0 was around 1, 10, 100, and 172
monolayer thickness for faster oxygen decay. Figures 4-14(a) and 4-15(a) shows the summary of
Ycu,0 for four selected elapsed time. The surface coverage ycy,0 1s presented in Figures 4-14(b),
4-14(c),4-14(d), and 4-14(e) for selected elapsed times. The radial distribution of ycy,0 was also
relatively uniform with a slightly larger monolayer thickness near the droplet periphery and with a
smaller monolayer thickness near the droplet center. After an elapsed time of 10 years, the
maximum deviation of the coverage by Cu,O was 1.5 x 107>% of the maximum value of the
surface coverage for slower oxygen decay and 2.3 x 10~%% for faster oxygen decay.

Potentials and oxygen concentration were adjusted to account for the presence of CuCl film

that was treated as a thin diffusion barrier. Ratios of oxygen concentration on the electrode
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surface and outside the CuCl film A = ¢(,(0)/co,(CuCl) are presented in Figure 4-16 as
functions of elapsed time for r/ryp=0, 0.5 and 1. Curves were overlapped for systems with the
same oxygen decay time constant, indicating that the influence of oxygen yielded a uniform film
thickness. In 10 years, A decreased from 1 to 0.997 for slower oxygen decay, and it decreased
from 1 to 0.954 for faster oxygen decay. Systems with slower or faster oxygen decays had the
same surface coverage of CuCl film, and the smaller A for slower oxygen decay was due to a
more cathodic potential that was applied on electrochemical reactions.

Ratios of potential outside the diffuse part of the double layer and outside the CuCl film
1 = ®/P(CuCl) are presented as functions of elapsed time for r/ry=0, 0.5 and 1 in Figure 4-17.
The CuCl film had a relative higher influence on potentials near the droplet periphery, but values
of 1 were very close to 1 at all elapsed times for 79 14, = 5 years and 5 weeks. In 10 years, n
initially increased to a value slightly hight than 1 due to the growth of CuCl film and 11 went back
to 1 in longer elapsed time due to a huge decrease of total current density. Values of 1 smaller or
larger than 1 were determined by the sign of total current density.
4.1.4 Localized Corrosion Rates and Depth

Corrosion rates and corrosion depths were controlled by the copper dissolution current
density shown in equation (3-56). The spatially averaged instantaneous corrosion rates
< Reorr local > are presented in Figure 4-18(b) as functions of elapsed time. The initial average
local corrosion rate < Rcorr jocal > Was 6um/year for both rates of oxygen decay and
< Reorr Jocal > decreased to 3 um/year at t = 1.84 x 1074 years, corresponding to Ycucy > 1. For
slower oxygen decay with 7y 19, = 5 years, < Reorr local > slightly increased to 4 um/year at
t = 0.07 years due to the elevation of temperature; then decreased to 0.2 um/year at r = 0.13
years as Ycu,0 > 1 and decreased to 50 nm at 10 years. For faster oxygen decay with 79 14, = 5
weeks, < Reorr Jocal > decreased to 0.14 nm/year as Ycy,0 > 1 and tended toward zero with a
value of 6.7x 1073 nm /year at 10 years. The average corrosion depth < Lcorr Jocal >, Which is a
radially dependent accumulated value, is shown in Figure 4-18(b). After an elapsed time of 10

years, < Leorr local > reached a value of 2 um for slower oxygen decay. For the faster oxygen
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Figure 4-16. Ratios of oxygen concentration on the electrode surface and outside the CuCl film as
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oxygen decay.
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decay, < Lcorr local > reached a plateau with a value of 0.2 um, which showed that oxygen played
an important role in the corrosion of copper.

The radial distribution of local corrosion rate Reorr jocal fOr slower oxygen decay is shown in
Figure 4-19. Four elapsed times were chosen when Ry 1ocal have different orders of magnitude
as shown in Figure 4-19(a). The radial distribution of local corrosion rate Reor,local 18 presented in
Figures 4-19(b), 4-19(c), 4-19(d) and 4-19(e) for each selected elapsed time such that
Reorrjocal = 5.10 pum/year at t = 1.42 ¥ 104 years, Reorr local = 1.03 um/year atz = 0.12 years,
Reorrjocal = 0.1 um/year at t = 7.02 years, and Reorr jocal = 4.67 X 1072 um/year at t = 10 years.
For early elapsed times, a higher local corrosion rate is seen near the droplet center at
t = 1.42 x 10~* years, but a higher corrosion rate near the droplet periphery at t = 0.12 years. For
longer elapsed times, the local corrosion rate was higher near the droplet periphery and was lower
near the droplet center. The radial distribution of local corrosion rate is shown in Figure 4-20 for
faster oxygen decay. Four elapsed times were chosen when Reopr 10cal had different orders of
magnitude such that Reorr jocal = 1.0076 pm/year at t = 0.046 years, Reor jocal = 5.19 ¥ 1072
pm/year at r = 0.33 years, Reor local = 1.072 X 1073 um/year at r = 4.12 years, and Reorr jocal =
-5.221 x10~8 um/year at t = 10 years. The local corrosion rate was slightly higher near the
droplet periphery as compared to the droplet center for = 0.046 years, t =0.33 years and t =4.12
years. Reorr local decreased to a much smaller value and became negative in 10 years, indicating
that copper plating reaction dominated and copper stopped corroding. The local corrosion rate
was almost uniform. The maximum deviation of the corrosion rate was 6.4 x 10~7% of the
maximum value of the corrosion rate for slower oxygen decay and 1.2 x 107>% for faster oxygen
decay.

The radial distribution of local corrosion depth Leor jocal fOr slower oxygen decay is shown
in Figure 4-21. Four elapsed times were chosen when Lo jocal had different orders of magnitude
as shown in Figure 4-21(a). The radial distribution of local corrosion depth Loy jocal 18 presented
in Figures from 4-21(b), 4-21(c), 4-21(d) and 4-21(e) for each selected elapsed time with

Leorr jocal = 10.01 nm at £ = 2.91 X 1073 years, Leor jocal =0.103 um at z = 0.026 years,
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Figure 4-18. Simulated Corrosion results for two oxygen decays: a) average corrosion rates as
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Figure 4-19. The radial distribution of local corrosion rate at different elapsed time for slower

oxygen decay: a) summary of four elapsed times, b) # = 1.42 x 10~ years, ¢) t =
0.12 years, d) t = 7.02 years, and e) t = 10 years.

103



= Figure (b)
10¢ — —Figure (c)|
T [ - ~Figure (d) 1.0076910 —— . . . . .
E |— - - Figure (e)
o 1L 17 1.0076908 - :
IS © 1.0076906 | A
1 >
>~ 01 4 € 1.0076904 | i
g | rmmm—m—————— <
2 3 1.0076902 i
) g
§ 0.01% E £ 1.0076900 - 1
g
= = 1.0076898 | i
0.001¢ --=-=rmrmome s oo 1.0076896 ]
00 02 04 06 08 1.0 1.0076894 L ‘ ‘ ‘ ‘ ‘
00 02 04 06 08 10
/7o r/ro
(a) (b)

5.19450x102 1

-1

5.19448x102 - 1 1.071949344x107 - 1

5.19446x102 - 1

1.071949342x1073 - 1
5.19444x102 ]

-1
Rcorr,local/ﬂ’m year

Rcorr,local //Lm year

5.19442x102 | g
1.071949340x10° - ]

5.19440%10°2 ‘ : : : :
* 00 02 04 06 08 10

0.0 0.2 0.4 0.6 0.8 1.0

r/ro 7'/7“0-
(c) (d)
T -5.2213350x10° -
&
<
§ .
I -5:2213355x10° ¢
<
c -5.2213360x10° -
-5.221 1 -6 L L L L L L
5.2213365x10 0.0 0.2 0.4 0.6 0.8 1.0
/1o
©)

Figure 4-20. The radial distribution of local corrosion rate at different elapsed time for faster
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Leorr jocal = 1.001 pum at r = 3.37 years, and Leorr jocal = 1.623 pm at ¢ = 10 years. For all four
elapsed times, a lager local corrosion depth was observed near the droplet center as compared to
that at the droplet periphery. The radial distribution of local corrosion depth is shown in Figure
4-22 for faster oxygen decay. Four elapsed times were chosen when Loy 1ocal had different orders
of magnitude such that L¢oy jocal = 1.000 nm at 7 = 1.84 x 104 years, Leor jocal =10.1 nm at
t=3.10x1073 years, Leor jocal = 0.1010pum at 7 = 0.026 years, and Leorr jocal = 0.225 um atz =
10 years. The local corrosion depth was also slightly larger near the droplet center as compared to
droplet periphery. The depth of corrosion was almost uniform over the elapsed time simulated,
and the maximum deviation from the average corrosion depth was less than 0.0004% for slower
oxygen decay and less than 0.002% for faster oxygen decay in 10 years.

Average concentrations of cuprous and cupric ions are shown in Figure 4-23 as functions of
elapsed time for slower and faster oxygen decay cases. The initial condition for the model did not
include Cu™ or Cu”* ions and they were generated by homogeneous and electrochemical
reactions. For systems with faster or slower oxygen decay, concentration c¢,+ was larger than
ccp2+ over 10 years. Concentrations ccy+ and cq 2+ are larger in the system with faster oxygen
decay. The simulation results from PHREEQC software for the system starting with 0.01 M NaCl
solutions and 2.52 x10~* M oxygen showed that equilibrium values of concentrations for Cu™
and Cu?t were very close.[137] However, there are several reasons that could cause the

discrepancy of Cu't and Cu?* concentrations from two simulation results.

1. The current model considered more electrochemical reactions and homogeneous reactions

involving Cu™ and Cu?t, such as reactions discussed in sections 3.2 and 3.3.

2. Simulation conditions in PHREEQC were at room temperature and pH is 7. In the current
program, temperature changed as a function of time and pH was determined by H

concentrations.
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Figure 4-21. The radial distribution of local corrosion depth at different elapsed time for slower
oxygen decay: a) summary of four elapsed times, b) 7 = 2.91 x 1073 years, ¢) t =
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Figure 4-22. The radial distribution of local corrosion depth at different elapsed time for faster
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107



3. Simulations results from PHREEQC was under assumption that system has reached the
equilibrium state, but the current program has not reached the equilibrium conditions in 10

years.

Each of above explanations may apply for the present system.

4.2 Comparison of Results between System with Constant Temperature and Transient
Temperature

Simulation results were compared between systems having constant temperature and
transient temperature in this section and elevated temperature was shown to play an important
role on copper corrosion. The temperature was held at 284K for the constant temperature
simulations, which is the initial temperature in the DGR environment. The temperature changed
from 284K to 346K in 10 years’ simulation with transient temperature.

4.2.1 Oxygen concentration and pH

The normalized average oxygen concentration is presented in Figure 4-24 as functions of
elapsed time for calculations with constant temperature and transient temperature. In Figure 4-24,
concentrations smaller than one molecule per droplet were set to zero. For slower oxygen decay,
presented in Figure 4-24(a), the oxygen concentration deviated from its initial concentration faster
with transient temperature, but there was more oxygen left in the droplet with constant
temperature in 10 years. For faster oxygen decay, presented in Figure 4-24(b), the oxygen
concentration deviated from its initial concentration slightly faster with transient temperature, and
it decreased to zero at the same elapsed time t = 0.53 years.

The average pH is presented in Figure 4-25 as functions of elapsed time for systems with
constant temperature and transient temperature. For slower oxygen decay with constant
temperature, presented in Figure 4-25(a), < pH > became alkaline more slowly and tended to
increase with a smaller slope after 10 years as compared to the system with transient temperature.
The average droplet < pH > was 10.25 for transient temperature and 10.04 for constant
temperature at the elapsed time ¢ = 10 years. For faster oxygen decay with constant temperature,

the average pH became alkaline more slowly and reached a plateau of 8.9 at an elapsed time ¢ =
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Figure 4-23. Average concentrations of Cu™ and Cu®* as functions of elapsed time for slower
oxygen decay and faster oxygen decay.

2.6 years. For faster oxygen decay with transient temperature, presented in Figure 4-25(b), the
average pH increased more rapidly and reached a peak value of 10.06 at elapsed time t= 4.5 years.
Then the average pH decreased to 10.0 at an elapsed time t= 10 years.
4.2.2 Surface Coverage for Films

The average surface coverage of CuCl film presented in Figures 4-26 as functions of
elapsed time for systems with constant temperature and transient temperature. For both oxygen
decay cases, the average coverage < Ycyc] > increased to 63.9 monolayer thickness with transient
and constant temperature. All curves overlapped, showing that temperature did not have an
influence on the growth of CuCl film. The formation and dissolution of CuCl film are dynamic
processes, and both processes are influenced by temperature such that the film thickness is
unaffected by temperature excursions.

The average surface coverage for Cu;0 film is presented in Figures 4-27 as functions of

elapsed time for systems with constant temperature and transient temperature. For slower oxygen
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decay, presented in Figure 4-26(a), the average surface coverage < ycy,0 > with transient and
constant temperature followed the same trend at early elapsed time, but a discrepancy was
observed as elapsed time increased. The average surface coverage for Cu,O film increased to
1,647 monolayer thickness for transient temperature and increased to 66.6 monolayer thickness
for constant temperature at the elapsed time t = 10 years. Ycy,0 tended to increase to larger values
for both temperature cases at = 10 years. For faster oxygen decay presented in Figure 4-26(b),
< Ycu,0 > increased to 165.5 monolayer thickness for transient temperature and increased to 3.1
monolayer thickness for constant temperature at elapsed time ¢ = 10 years.

4.2.3 Local Corrosion Rate and Depth

The average local corrosion rates are presented in Figure 4-28 as functions of elapsed time
for systems with constant temperature and transient temperature. For slower oxygen decay,
presented in Figure 4-28(a), systems with both temperature have the same initial average local
corrosion rate of 6.2 um/year. The average corrosion rate < Rorr jocal > reached a second peak
value of 4.8 pum/year for the transient temperature calculations due to the elevation of
temperature; whereas, < Rcorr local > continued to decrease from the initial value to a smaller
value for the constant temperature case. In 10 years, < Reorr local > Was 0.05 pm/year for transient
temperature and < Reorr,local > Was 8.8 nm/year for constant temperature. For faster oxygen
decay, presented in Figure 4-28(b), < Rcorr local > decreased to 6.66 X 10~ wm/year for transient
temperature, and it decreased to 4.6 x 10~% um /year for constant temperature in 10 years.

The average local corrosion depth is presented in Figure 4-29 as functions of elapsed time
for systems with constant temperature and transient temperature. For slower oxygen decay,
presented in Figure 4-29(a), < Lcor jocal > increased to 1.59 pm for transient temperature in 10
years, and it increased to 0.85 um for constant temperature. The average local corrosion depth
< Leorr local > tended to increase for both temperature cases, but with a much larger slope for
transient temperature. For faster oxygen decay presented in Figure 4-29(b), < Lcor jocal > reached

a plateau of 0.22 um for transient temperature and a plateau of 0.16 um for constant temperature.
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Figure 4-26. Comparison of the average surface coverage for CuCl film as functions of elapsed
time between systems with constant temperature and transient temperature: a) slower
oxygen decay with 7y 19, = 5 years and b) faster oxygen decay with 79 19, = 5 weeks.
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CHAPTER 5
IMPEDANCE MEASUREMENTS ON QLED DEVICES

Impedance measurements were performed on red and green QLED devices under current
densities chosen to yield specified luminescence.” A circuit model was developed for the
observed high-frequency loop in terms of the thickness, dielectric constant, and resistivity
distribution of the hole-injection layer. dielectric constant and resistivity were extracted with a
known layer thickness obtained from Scanning Electron Microscopy (SEM) analysis. Impedance
measurements performed on hole-transport only devices were used to verify the interpretation of

the high-frequency capacitive loop in terms of the properties of the hole-injection layer.

5.1 Methods

The red and green QLED devices were measured at different current density conditions
chosen to yield specified luminescence. An interpretation model was developed to fit the
impedance data. QLED devices in the present work were synthesized by NanoPhotonica Inc.
5.1.1 Materials

A schematic structure representation of the QLED devices is shown in Figure 5-1. The top
aluminum layer is the cathode and the bottom indium tin oxide (ITO) layer is the anode, adjacent
to a transparent substrate made of glass. After applying the potential, electrons are injected from
the cathode and holes are injected from the anode through the hole-injection layer (HIL). The
carriers move through the electron-transport layer (ETL) made of zinc oxide (ZnO), and hole
transport layer (HTL), respectively. The quantum-dot emitting layer (EL) was made of
cadmium-based core/shell-type colloidal quantum dots dispersed in octane. The EL is
sandwiched between the ETL and HTL, where electrons and holes recombine to produce photons,
and light is emitted from the EL through the transparent substrate. The emission wavelength was
633 nm with a full width at half maximum (FWHM) equal to 27 nm for the red quantum dots, and
was 535 nm with a FWHM of 30 nm for the green quantum dots. The chemical compositions of

the HIL and HTL are given in the caption of Figure 5-1.

*The work presented in the chapter is reprinted with permission from C. You, A. Titov, B. H. Kim, and M. E.
Orazem, “Impedance Measurements on QLED Devices: Analysis of High-Frequency Loop in Terms of Material
Properties,” invited paper, Journal of Solid State Electrochemistry, 24 (2020), 3083-3090.[130]
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Figure 5-1. Schematic representation of a QLED device. The hole injection layer is poly
(3,4-ethylenedioxythiophene) polystyrene sulfonate (PEDOT:PSS); the hole transport
layer (HTL) is poly (9,9-dioctylfluorene-alt-N-(4-sec-butylphenyl)-diphenylamine)
(TFB), and the electron-transport layer (ETL) is zinc oxide (ZnO). (Taken from You
etal. [130])

The high-frequency loop was interpreted to be associated with the property of the
hole-injection layer, and the low-frequency loop was associated with the slow degradation
processes occurring during the device operation. Hole-transport-layer-only devices were
fabricated to verify that the high-frequency loop of the impedance spectra could be associated
with the property of the hole-injection layer. The electron-transport layer in red QLED devices
shown in Figure 5-1 was replaced by a hole-transport layer made of
N,N’-Di(1-naphthyl)-N,N’-diphenyl-(1,1’-biphenyl)-4,4’-diamine or (NPB).

5.1.2 Electrochemical Measurements

EIS measurements were performed on the red and green QLED devices using a Gamry Ref
3000 potentiostat at current densities chosen to yield different values of luminescence. The
QLED device used had four duplicate sites patterned on four corners of a square, each with a
nominal surface area of 0.04 cm?. During the measurement, the device was fixed on a holder
designed and 3-D printed by NanoPhotonica, and one of the sites was placed in contact with pin

needles to ensure good electrical contact. A two-electrode setup was used in all the
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measurements. The frequency range was from 1 MHz to 20 mHz for the red QLED devices, and
from 100 kHz to 20 mHz for the green QLED devices. A sinusoidal perturbation of 10 mV was
applied. Potentials were measured with reference to the open-circuit potential. The experimental
device was placed inside a copper-wire-mesh Faraday cage to prevent interference caused by
external fields. The stability and causality of the impedance response was checked through the
Kramers—Kronig relations by using the measurement model,[1, 3] and the linearity was checked
by monitoring the Lissajous plots.[170, 171]
5.1.3 Film Thickness

The film thickness was measured by use of a scanning electron microscope (SEM). Samples
were prepared in cross-section by focused-ion beam.
5.1.4 Equivalent Circuit Model

The equivalent circuit model shown in Figure 5-2 was developed to fit the impedance data

of the QLED devices. The corresponding impedance could be expressed as

Ry RL
Z=R.+ - + - 5-1
1+ (jo)™MRyQn 1+ (jo)%RLOL -1)

where R, is the ohmic resistance, o and o, the CPE exponents for the high-frequency and
low-frequency loops, respectively, Qp and Qr, are CPE coefficients for the high-frequency and
low-frequency loops, respectively, Ry is the resistance associated with the high-frequency loop,
and Ry is the resistance associated with the low-frequency loop. Complex non-linear regression
was performed in Origin 2019® using Levenberg-Marquardt algorithm to extract the fitting

parameters. Preliminary experiments suggested that the high-frequency loop was the property of

Q,
| (
R | \

—/W ——

Ry

W Z

Figure 5-2. Equivalent circuit model for the QLED device. (Taken from You et al. [130])
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the hole-injection layer, and the low-frequency loop could be associated with the kinetic

degradation processes during the operation.

5.2 Experiment Results

A calibration curve of the red QLED devices is shown in Figure 5-3. As the applied
potential increased, the current density and luminescence exponentially increased. The EIS
measurements were performed for luminescence equal to 100 cd/m?, 200 cd/m?, 300 cd/m?, 400
cd/m?, and 500 cd/m?. The Nyquist plots of the red and green QLED devices with the
luminescence as a parameter are shown in Figures 5-4(a) and 5-4(b), respectively. The impedance
data were checked by the measurement model,[1, 2, 3] and data inconsistent with the
Kramers—Kronig relations were deleted.[49] Two depressed capacitive loops were observed for
both red and green QLED devices. The characteristic frequency of the high-frequency loop
increased for increased luminescence; whereas, the characteristic frequency decreased for the
low-frequency loop. The sizes of the two loops decreased when increasing the luminescence.

Regression was performed to fit the equivalent circuit model shown in Figure 5-2 to the
experimental data. As shown in Figures 5-4(a) and 5-4(b), the model provided an excellent fit to
the experimental data. Regressed parameters for each luminescence condition are shown in Table
5-1, and all the regressed parameters were found to be statistically significant. For the red QLED
devices, o ranged from 0.97 to 0.98 for the high-frequency loop, and ¢ ranged from 0.49 to
0.51 for the low-frequency loop. For green QLED devices, oy ranged from 0.96 to 0.97 for the
high-frequency loop, and o, ranged from 0.46 to 0.54 for the low-frequency loop. The
normalized Nyquist plots by R. and Ry are shown in Figures 5-4(c) and 5-4(d). The superposed
impedance spectra suggest that the chemistry and physics are the same under each luminescence
condition.

The impedance response of hole-transport-only devices, shown in Figure 5-5, showed a
depressed capacitive loop at high frequency and a little tail at low frequency. The high-frequency

loop was fitted by an equivalent circuit model including an ohmic resistance in series with a
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Figure 5-4. Regression of the equivalent circuit model shown in Figure 5-2 to the impedance data
with the luminescence as a parameter: a) red and b) green. Normalized Nyquist plot
of the QLED devices with the luminescence as a parameter: c) red and d) green.
(Taken from You et al. [130])
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Table 5-1. Parameters from regression of the equivalent circuit model to the experimental
impedance data for red and green QLED devices.

red QLED devices
L! Re Ou o Ry oL oL Ry
(cd/m?)|  (Qcm?) (uF/s(-®cem?) (Qem?)  |(mF/sU~%)cm?) (Qcm?)
100 |2.575 £ 0.012|0.07383 &+ 0.00078|0.977 + 0.001|122.75 £ 0.17| 5.88 £0.19 ]0.490 £ 0.009|34.78 £ 0.51
200 [2.588 £ 0.009(0.07933 £ 0.00074{0.973 + 0.001| 74.34 = 0.07 | 9.42 +0.19 |0.498 £ 0.006|21.19 4+ 0.16
300 [2.521 £0.007]0.08073 £ 0.00068{0.972 4+ 0.001| 53.80 & 0.04 | 12.26 £0.21 |0.514 £ 0.004{14.93 4+ 0.08
400 |2.507 £ 0.009|0.08490 4 0.00088|0.969 + 0.001| 43.37 £ 0.03 | 16.60 +0.30 |0.510 4+ 0.005|12.14 £ 0.08
500 [2.508 £ 0.009|0.08731 £ 0.00103{0.967 4+ 0.001| 36.71 +0.03 | 19.71 £0.38 |0.512 £ 0.005{10.36 4+ 0.07
green QLED devices
L Re On oy Ry oL oL RL
(cd/m?)|  (Qcm?) (uF/s(=%em?) (Qem?)  |(mF/s(1~%cm?) (Qcm?)
100 |3.005 £ 0.119]0.09977 4+ 0.00013|0.963 + 0.001 |428.27 + 1.16] 3.68 +0.26 [0.458 £+ 0.026|43.24 + 2.00
200 [3.137 £0.054| 0.1001 £+ 0.0008 {0.962 4+ 0.001|286.52 +£0.31| 6.29 +0.23 10.479 £ 0.012{30.31 4+ 0.57
300 |2.029 4 0.046|0.09025 4+ 0.00061|0.970 4+ 0.001|237.64 £ 0.19] 6.52 +0.17 |0.491 £ 0.008(28.91 +£ 0.35
400 (3.415 £ 0.038|0.09391 + 0.00053|0.966 + 0.001/189.99 £ 0.11| 8.36 £0.17 ]0.528 £ 0.006|21.77 £ 0.18
500 |3.518 +0.037|0.09372 4+ 0.00065|0.967 4+ 0.001|{160.54 £ 0.10] 10.17 +0.25 |0.539 £+ 0.008{18.19 £ 0.18
'L is the luminescence.
100l i:ﬁ(perimental data i
20 kHz
% 50 + .
N
|
ot i
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Figure 5-5.

Regression of the equivalent circuit model to the high-frequency experimental

impedance data for hole-transport only device. (Taken from You et al. [130])
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parallel combination of a CPE and a resistance. As shown in Figure 5-5, the fitted curve was in

good agreement with the experimental data with CPE exponent o equal to 0.96.

5.3 Regression Analysis

The CPE parameters obtained from regression of equation (5-1) are related to the device

properties such as layer thickness and capacitance, but extraction of physical parameters requires

a more refined analysis. Hirschorn et al. [42, 43] found that a CPE behavior can be related to a

power-law distribution of resistivity within a film. The power-law model analysis is combined in

the present work with ex-situ measurement of film thickness and estimation of capacitance by use

of the measurement model[47] to identity the properties of the hole-injection layer.

The thickness of hole-injection layer was measured by SEM to be 71.3 nm. Values for

capacitance Cefr, M, dielectric constant €, and ps obtained using equations (2-19) and (2-25) are

shown in Table 5-2. The standard deviation of ps and € were obtained by 5000 Monte Carlo

simulations under the assumption that the standard deviation of layer thickness was 10% of the

measured value and the error was normally distributed. The capacitance obtained by the

Table 5-2. The value of Cefr M, €, and pg using equations (2-19) and (2-25) for red and green

QLED devices.
red QLED devices green QLED devices
Luminescence CefiM log(ps) CefiM log(ps)

(cd/m?) (LF/cm?) © | (log(@em)) | (uF/em?) © | (log(Qem))
100 0.0518+0.0058 | 4.17+£0.89 | 5.80+1.57 | 0.0608+0.0057 | 4.89+0.96 | 6.53+0.86

200 0.0520+£0.0038 | 4.19+£0.73 | 5.56+0.71 | 0.0608 £0.0052 | 4.90+£0.92 | 6.68+0.67

300 0.0518+£0.0061 | 4.27+£0.92 | 5.57+1.39 | 0.0597+£0.0035 | 4.81£0.77 | 6.68+0.49

400 0.0529+0.0018 | 4.26+0.57 | 5.77+0.06 | 0.0609+0.0038 | 4.90+0.80 | 6.63+0.56

500 0.0530+£0.0015 | 4.26+£0.55 | 5.74+0.04 | 0.0608 £0.0027 | 4.90+0.71 | 6.74+0.26
Mean 0.0523+0.0006 | 4.23+0.05 | 5.69+£0.11 | 0.0606+0.0005 | 4.88+0.04 | 6.65+0.08

measurement model approach can be compared to the value obtained by extrapolation of the

complex capacitance,

C+iCi = (5-2)

ja)(Z - Re)
A sample result is presented in Figure 5-6 for red and green QLED devices with luminescence

equal to 100 cd/m?. The capacitance of the film can be obtained from the high-frequency limit of
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Figure 5-6. Complex-capacitance plots using equation (5-2) for the QLED devices when
luminescence is equal to 100 cd/m?: a) red and b) green. (Taken from You et al.
[130])

125



the real part of the capacitance. The asymptotic value of the real part of the capacitance shown in
Figure 5-6(a) is 0.0515 uF/cm? for the red QLED devices, and the corresponding value obtained
by regression of the measurement model was 0.0518 4-0.0058 pF/cm?. The asymptotic value of
the real part of the capacitance shown in Figure 5-6(b) is 0.0613 uF/cm? for the green QLED
devices, and the corresponding value obtained by regression of the measurement model was
0.0608 4 0.0057 uF/cm?. These results suggest that the measurement model approach of
estimating the effective capacitance is appropriate in the present system.

The mean value of capacitance for the red devices was 0.0523 +0.0006 uF/cm?. The
calculated value of € ranged from 4.17 to 4.27 for the red QLED devices. The mean value of
dielectric constant was 4.23 +0.05. For the resistivity at y = 8, ps ranged from 0.365 MQcm to
0.634 MQcm under five different luminescence conditions. The mean value of pg was
0.488 MQcm with a 95.4% confidence interval from 0.288 MQcm to 0.825 MQcm. For the green
QLED devices, the mean value of capacitance was 0.0606 & 0.00051 uF/cm?. The mean value of
€ was 4.880 +0.039, and the mean value of ps was 4.604 MQcm with the 95.4% confidence
interval from 3.125 MQcm to 6.443 MQcm.

The thickness of the hole-injection layer for the hole-transport-only device was measured to
be 50 nm, and the capacitance determined from the measurement model was
0.0297 +£0.0021 uF/cm?. The dielectric constant was € = 4.06 + 0.68, and the resistivity pg at
y =0 was 0.294 MQcm with a 95.4% confidence interval from 0.051 MQcm to 1.549 MQcm.
The value of € obtained from the power-law model for hole-transport-only devices was in good
agreement with the value obtained from the red emitting devices and also agrees with the typical
range of dielectric constant for the organic material. The values of pg are on the same order of
magnitude as the red QLED devices, but smaller than the green QLED devices.

The uncertainty in pg is large because, as seen in equation (2-19),[46] the sensitivity to pg
is small when o is close to unity. A sample distribution of log(ps) and & were obtained by 5000
Monte Carlo simulations for red QLED and green QLED devices shown in Figure 5-7 with

luminescence equal to 200cd/m?. The results were compared with the hole-transport-only device.

126



T
N Hole-transport-only device
{///] Red QLED device
XXX Green QLED device
200
——
c
>
S
100
0 -
log(ps) /log(S2em)
(@)
RXJ Hole-transport-only device
/| Red QLED device
100 XXJ Green QLED device

Count

50

(b)

Figure 5-7. The distribution of log(ps) and € obtained by 5000 Monte Carlo simulations for red
QLED, green QLED and hole-transport-only devices. The luminescence was equal to
200cd/m?. The standard deviation of the layer thickness was assumed to be 10% of

the measured value and the errors were assumed normally distributed. : a) Histograms
of log(ps) and b) Histograms of €. (Taken from You et al. [130])
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The value of pg was found to follow a log-normally distribution shown in Figure 5-7(a) and the
overlapping part extended over two orders of magnitude. The value of € was found to be normally
distributed shown in Figure 5-7(b) and the majority part of three Histograms were found to be
overlapped. Even though the results from Histograms of log(ps)and € showed the uncertainty
with a large standard deviation, the standard deviation from regression analysis were pretty tight
supporting the argument that the high-frequency loop is associated with the properties of the

hole-injection layer.
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CHAPTER 6
APPLICATION OF KRAMERS-KRONIG RELATIONS TO MULTI-SINE IMPEDANCE
MEASUREMENTS

The issue of whether the Kramers—Kronig relations may be used to validate multi-sine
impedance data is not fully resolved. * Srinivasan et al. [105] state that the Kramers—Kronig
relations may be used to identify multi-sine data affected by potential drift. Sacci et al. [106] used
the Kramers—Kronig relations to validate dynamic electrochemical impedance spectroscopy data
that employs a multi-sine technique. The results presented by Macdonald [107] suggest that
multi-sine signals treated by fast Fourier and related transformations yield results that
automatically satisfy the Kramers—Kronig relations. The objective of this work is to use
experiments and numerical simulations to test for the compliance of the Kramers—Kronig

relations to the non-stationary behaviors utilizing single-sine and multi-sine excitation signals.

6.1 Experimental and Numerical Method

The approach taken in the present work included application of the Kramers—Kronig
relations to both experimental measurements and synthetic data.
6.1.1 Experimental Measurement of Non-Stationarity System

The MS-EIS measurements were performed on a Lithium Thionyl Chloride (Li/SOClI,)
primary D-size (13Ahr) battery using a Gamry Interface 1000E. The impedance results for such a
system is discussed elsewhere [73] in which galvanostatic impedance measurement under
discharge with a moderate direct current (DC) offset was shown to cause non-stationary behavior.
Both multi-sine and single-sine impedance measurements were obtained for the same system with
the same excitation amplitude and frequency range. The DC offset used for the measurement was
20mA with +10mA alternating current (AC) excitation signal. The frequency range was between
100Hz to 25mHz. The elapsed time for the single-sine measurement was 1983 seconds, and the
elapsed time for the multi-sine measurement was 3403 seconds, which is 10 times the typical
multisine EIS experiment in these frequencies and this timescale was increased for lower noise

and enhanced non-stationarity effects.

*The work presented in the chapter is reprinted with permission from C. You, M. A. Zabara, M. E. Orazem, and
B. Ulgut, “Application of the Kramers-Kronig Relations to Multi-Sine Electrochemical Impedance Measurements,”
Journal of the Electrochemical Society, 167 (2020), 020515 [128]
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6.1.2 Kramers—Kronig Analysis

The simulated and measured impedance data were tested for compliance with the
Kramers—Kronig relations using the measurement model method. The method to assess
Kramers—Kronig consistency, developed by Agarwal et al., is based on fitting a measurement
model of sequential Voigt elements shown in Figure 1 to either the real or imaginary component
of impedance data and then predicting the other component of impedance from the extracted
parameters [1, 2, 2]. As the circuit shown in Figure 2-8 satisfies the Kramers—Kronig relations,
the ability to fit the measurement model to experimental data demonstrates consistency of the data
to the Kramers—Kronig relations.

An important advantage of the measurement model approach is that it identifies a small set
of model structures that are capable of representing a large variety of observed behaviors or
responses. The inability to fit an impedance spectrum by a measurement model can be attributed
to the failure of the data to conform to the assumptions of the Kramers—Kronig relations rather
than to the failure of the model. The measurement model approach allows calculation of a
confidence interval, providing a statistical rigor to the rejection of data due to failure to conform
to the Kramers—Kronig relations. A disadvantage of the measurement model approach is that
regression is strongly influenced by data outliers.

The experimentally measured impedance data were also tested for Kramers—Kronig
compliance by linear measurement model approach developed by Boukamp [4] and implemented
by Gamry Instruments. In this approach, the Voigt elements are fitted via linear equations to a
selected region of the spectrum. Values of time constant 7y = 1/RyCy are specified as the inverse
of frequencies selected over the experimental range of frequencies. This yields a set of linear
equations to be solved for values of the corresponding Ry. An advantage of the Boukamp
approach is that it is less sensitive to outliers. A disadvantage is that confidence intervals are not

provided for the resulting comparison between experiment and measurement model.
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Figure 6-1. Circuit representation of the faradaic current and the double layer capacitor used in
the simulation. (Taken from You et al. [128])

6.1.3 Model System Simulation
The non-stationarity was simulated on a system in which a charging current is added to a
faradaic current given by a Tafel expression with a time-dependent rate constant as shown in

Figure 2 [49]. The applied potential for the single sine case was a sinusoidal perturbation as
V = AVsin(2n f;) (6-1)

where AV is the input potential amplitude and f; is the input frequency range of f; = 1Hz 1kHz
with 10 points/decade. The applied potential for the multi-sine case was a sinusoidal perturbation
as

V = AVsin(2%f, + ;) (6-2)

where ¢; is the phase shift and N = 31. The faradic current density and the charging current

density were expressed as

ip = kyexp(b,V) — kcexp(—bcV) (6-3)
and
dv
ic = Cy— 6-4
ic=Cay, (6-4)
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where b, and b, are the anodic and cathodic coefficients with b, = b, = 19.5 V_!. The values of
ka, ke were ky = ky, = 0.14 x 1073 mA/cm? and the double-layer capacitance was Cgq = 31u
F/cm?. The impedance response was calculated by a Fourier analysis for the single-sine potential
perturbation and by an FFT analysis for the multi-sine.

The simulation was performed with linear and exponential increases in the charge-transfer
resistances which caused a decrease of the rate constant as a function of time. The behavior was
expressed as

irp=Ky(1—7)exp(bsV) — K.(1 —7y)exp(—b.V) (6-5)

where v = 0.01z for a linear decrease in active area, and Yy = 0.1(1 — exp(—t)) for an exponential
decrease in active area. The variation of ¥ used in the simulations is presented in Figure 6-2. The

corresponding charge-transfer resistance increased from 183.2 Q to 203.5 Q within 10 s.

6.2 Experiment and Simulation Results

Results are presented for the single-sine and multi-sine impedance of a Li/SOCI, primary
battery with a DC offset known to cause nonstationary behavior. Results are also presented for the
single-sine and multi-sine impedance of synthetic data designed to represent a nonstationary
system. Both the Boukamp [4] and the Agarwal et al. .
6.2.1 Experimental measurement: Li/SOCI, with DC offset

The experimentally measured single-sine and multi-sine impedance of the Li/SOCI, battery
under nonstationary conditions are shown in Figure 6-3. The lines shown in Figure 6-3 are the
result of the linear Kramers—Kronig analysis reported by Boukamp [4, 3] and implemented by
Gamry. The superposition of the lines with the multi-sine data indicates that the multi-sine data
satisfy the Kramers—Kronig relations; whereas, the single-sine data show deviation in the
Kramers—Kronig compliance. The deviation is seen most readily in plots of the phase as shown in
Figure 6-3(d). A more sensitive analysis can be obtained by use of the measurement model as
developed by Agarwal et al. . [1, 2, 2] The results presented in Figure 6-4 reflect the results of a
fit of the measurement model to the imaginary part of the impedance for the single-sine data and a

complex fit for the multi-sine. For this system, the imaginary fit yielded more statistically
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Figure 6-2. Behavior of the fraction of inactive area Y as a function of time for the calculation of
the impedance of nonstationary systems. (Taken from You et al. [128])

significant parameters for the single-sine data than could be achieved by a complex fit; whereas,
the complex fit yielded more statistically significant parameters for the multi-sine data than could
be achieved by an imaginary fit. As shown in Nyquist format in Figure 6-4(a), the measurement
model provided an adequate fit of the single-sine data only at higher frequencies; whereas, the
measurement model provided an excellent fit to the multi-sine data over the complete measured
range of frequencies. The measurement model provided an excellent fit to the imaginary part of
the single-sine data, but the experimental data deviated from the predicted real part of the
measurement, as shown in Figure 6-4(d). The complex fit of the measurement model yielded an
excellent agreement to the imaginary (Figure 6-4(c)) and real (Figure 6-4(e)) parts of the
measurement.

A more detailed analysis may be obtained by an examination of the residual errors shown in
Figure 6-5. The residual errors for the regression to the imaginary part of the single-sine

measurement are shown in Figure 6-5(a), and the errors in the prediction of the real part of the
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Figure 6-3. Single-sine and multi-sine impedance response for a Li/SOCI2 battery under
nonstationary conditions: a) Nyquist; b) and ¢) magnitude for single-sine and
multi-sine measurements, respectively; and d) and e) phase for single-sine and
multi-sine measurements, respectively. Lines represent the results of a linear
Kramers—Kronig analysis as implemented by the Gamry software. (Taken from You

etal. [128])
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Figure 6-4. Results of the measurement model analysis of the data presented in Figure 6-3: a)

Nyquist; b) and ¢) imaginary for single-sine and multi-sine measurements,
respectively; and d) and e) real for single-sine and multi-sine measurements,
respectively. Solid lines represent the results of a measurement model fit to the
imaginary part of the spectrum for single-sine measurements and both real and
imaginary parts of the spectrum for the multi-sine measurements. Dashed lines in b-e
represent 95.4% confidence intervals for the model. (Taken from You et al. [128])
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measurement is shown in Figure 6-5(b). The large errors at low frequency are consistent with the
results presented in Figure 5a. In contrast, the residual errors for a complex fit to the multi-sine
data shown in Figures 6-5(c) and d indicate that the measurement model provided a good fit to the
data. The residual errors fall within the 95.4% confidence interval for the model; thus, the data
may be considered to be consistent with the Kramers—Kronig relations. A complex fit to the
single-sine data yielded residual errors that were outside the 95.4% confidence interval for the
model. This work shows that the single-sine data did not satisfy the Kramers—Kronig relations.
The experimental work presented in Figures 6-3-6-5 shows that multi-sine method yielded
Kramers—Kronig-consistent impedance data for a nonstationary system for which a single-sine
approach showed failure to conform to the Kramers—Kronig relations. The time allocated for the
multi-sine measurement was 70% larger than the time allocated for the single-sine measurements;
thus, the system had ample time to demonstrate nonstationary behavior. The issue is that the
presence of nonstationary behavior for a multi-sine measurement could not be identified by
application of the Kramers—Kronig relations. The results suggest also that the measurement
model implementation by Agarwal et al. [1, 2, 2] was more sensitive to failures to satisfy the
Kramers—Kronig relations than was the linear implementation by Boukamp [4].
6.2.2 Numerical Simulation: Linear Increase in Charge-Transfer Resistance

The single-sine and multi-sine calculations were designed such that the elapsed times for
the simulated impedance measurements were identical. Thus, the level of nonstationarity
experienced for the two calculations was the same. The perturbation amplitude for the single-sine
calculations was 1 mV, and the perturbation amplitude for the multi-sine calculations was 0.5 mV.
To minimize superposition, the phase angles of signals used to construct the multi-sine potential
input were staggered. The effective maximum potential amplitude was 5 mV.

Results are presented in Figure 6-6 for the impedance calculated under the linear transient
increase in charge-transfer resistance shown in Figure 6-2. The Nyquist plots shown in Figure
6-6(a) show that, while the single-sine calculations revealed a low-frequency tail corresponding to

the increase in charge-transfer resistance, the multi-sine calculations produced a semicircle with a
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Figure 6-5. Normalized residual errors resulting from a measurement model fit to the data
presented in Figure 6-3: a) results of a measurement model fit to the imaginary part of
the spectrum for single-sine measurements and b) the resulting error in the prediction
of the real part of the measurement; c) and d) imaginary and real residual errors for a
complex fit to both real and imaginary parts of the spectrum for the multi-sine
measurements. Dashed lines in represent 95.4% confidence intervals for the model.
(Taken from You et al. [128])
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radius between the initial and final charge-transfer resistance. Regression of the measurement
model to the imaginary part of the single-sine impedance yielded the normalized residual error
presented in Figure 6-6(b), indicating an excellent fit to the data. The normalized prediction errors
for the real part of the measurement, shown in Figure 6-6(c), show that the low-frequency real
part of the data was inconsistent with the imaginary part of the data. Thus, the Kramers—Kronig
relations were not satisfied for the single-sine simulations.

The residual errors for a complex fit to the multi-sine simulations are presented in Figures
7d and e. These results could be fit by only a single RC element. The simulations yielded scatter
at low frequency that could be diminished by increasing the elapsed time for the signals. In a
purely numerical study, a similar result for synthetic calculations of multi-sine impedance was
reported by Srinivasan et al. [105] and attributed to failure to satisfy the Kramers—Kronig
relations. The Boukamp implementation of the Kramers—Kronig relations, however, showed these
simulated data to be consistent. The multi-sine calculation of the impedance yielded a semicircle
with scattered values at low frequency. The measurement model analysis reported the charge
transfer resistance to be Rt = 193.2 Q cm?, which was the temporal average. The capacitance was
obtained as Cq; = 31 u F/cm?, which was the same as the input.

6.2.3 Numerical Simulation: Exponential Increase In Charge-Transfer Resistance

Results are presented in Nyquist format in Figure 6-7(a) for the impedance calculated under
the exponential transient increase in charge-transfer resistance shown in Figure 6-2. The
charge-transfer resistance transient was characterized by a rapid increase in resistance at short
times at which the singe-sine calculation yielded high-frequency values of the impedance. The
shape of the single-sine results reveals that the charge-transfer resistance was almost constant for
the calculation of lower frequencies. The single-sine calculations yielded a distorted semicircle;
whereas, the multi-sine calculations produced a semicircle with a radius between the initial and
final charge-transfer resistance. Regression of the measurement model to the imaginary part of
the single-sine impedance yielded the normalized residual error presented in Figure 6-7(b),

indicating an excellent fit to the data. The normalized prediction errors for the real part of the
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Figure 6-6. Calculated impedance for the linear increase of the charge-transfer resistance for
single and multi-sine signals: a) Nyquist plot for single-sine and multi-sine results
with lines representing the corresponding fit of the measurement model; b) and c)
normalized residual and prediction errors respectively, for a measurement model fit to
the imaginary part of the single-sine impedance; and d) and e) normalized residual
errors for a complex measurement model fit to multi-sine impedance. Dashed lines in
b-e represent 95.4% confidence intervals for the model. (Taken from You et al. [128])
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measurement, shown in Figure 6-7(c), show that the data were inconsistent with the
Kramers—Kronig relations over a broad frequency range. Again, the Kramers—Kronig relations
were not satisfied for the single-sine simulations.

The residual errors for a complex fit to the multi-sine simulations, presented in Figures
6-7(d) and 6-7(e), were similar to those presented in Figures 6-6(d) and e for a linear increase in
charge-transfer resistance. Again, these results could be fit by only a single RC element. The
simulations yielded scatter at low frequency that could be diminished by increasing the elapsed
time for the signals. The multi-sine calculation of the impedance yielded a semicircle with
scattered values at low frequency. The measurement model analysis showed a value of charge
transfer resistance of Ry = 201.38 Q cm?, which is the temporal average. The capacitance was

found as Cg = 31 uF/cm? which is the same as the input.

6.3 Inspection of Non-Linearity and Non-Stationarity on Impedance Spectra
The experimental and simulation results in the present work demonstrate that the
Kramers—Kronig relations do not provide a means of determining, for multi-sine measurements,
whether the system has undergone a transient change during the course of the impedance
measurement. The multi-sine technique provides a temporally averaged impedance diagram
which satisfies automatically the Kramers—Kronig relations. In contrast, application of the
Kramers—Kronig relations can reveal nonstationary behavior from single-sine measurements.

In principle, the coherence function

[Py ()?

can provide a means for assessing the quality of input signals used to assess the impedance. In
equation (6-6), the coherence function Cyy is a real number between 0 and 1 that measures the
correlation between the input signal x() and the output signal y(¢). A value of unity means that
the two signals are considered to correspond to each other perfectly at a given frequency. Pk and
P,y are the power spectra of x(¢) and y(z), respectively, and Py is the average cross-power

spectrum of x(¢) and y(t).
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Figure 6-7. Calculated impedance for the exponential increase of the charge-transfer resistance
for single and multi-sine signals: a) Nyquist plot for single-sine and multi-sine results
with lines representing the corresponding fit of the measurement model; b) and c)
normalized residual and prediction errors respectively, for a measurement model fit to
the imaginary part of the single-sine impedance; and d) and e) normalized residual
errors for a complex measurement model fit to multi-sine impedance. Dashed lines in
b-e represent 95.4% confidence intervals for the model. (Taken from You et al. [128])
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The coherence function calculated for the synthetic multi-sine impedance values presented
in Figures 6-6 and 6-7 varied slightly from unity, as shown in Figure 6-8. The maximum variation
was 0.3% for the linear variation of charge-transfer resistance and 0.02% for the exponential
decaying variation of charge-transfer resistance. This level of variation would be masked by
experimental artifacts in electrochemical measurements. Further, the coherence calculation suffers
from sensitivity to window size and shape selection and artifacts due to timing inaccuracies.
Therefore, the coherence function was not explored further for experimental data. On the other
hand, inspecting the full Fourier space can be considered to be an alternative for inspecting
non-linearity and non-stationarity in multi-sine impedance spectra. Figure 6-9(b) and 6-9(d) show
the multi-sine current excitation and the resulting voltage in the frequency domain for two
experiments done with galvanostatic control. These datasets can essentially be read in two parts:
the signal and the noise. On the logarithmic y-scale, the points that are high are those frequencies
that are excited by the applied signal and the corresponding measurement are the signal and the
more crowded points that are much lower are the noise level of the applied signal for the
excitation and the result of any nonlinearity and drift for the measured signal. The noise floor
shown for the voltage signal on the graphs depend on the settings on the instrument, environment
noise etc. As shown in Figure 6-9(b), non-stationarity can be observed in the unexcited
frequencies in the frequency domain signal. Non-stationarity exhibits a signal that is below the
noise level of the instrument at high frequencies, but gradually increases as the frequency gets
lower. It eventually gets above the noise level and keeps rising until the lowest frequency. In
contrast for a stationary system shown in Figure 6-9(d), such behavior is not observed. One way
of quantifying the total power at the unexcited frequencies is the so-called “Total Harmonic
Distortion (THD)” [172, 173, 174, 175, 176] which is the integral of power in the frequencies that
are not excited by the excitation. Though THD provides no distinction between non-linearity and
non-stationarity, it is a good parameter to check for both effects in bulk.

The present work provided the opportunity to explore the relative merits of two different

implementations of the measurement model for assessing consistency with the Kramers—Kronig
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Figure 6-8. Coherence function calculated for the multi-sine simulations presented in Figures 6-6
and 6-7. (Taken from You et al. [128])

relations. The linear regression approach pioneered by Boukamp [46] allows specification of one
time constant for every measured frequency, thus providing a point by point analysis that is
insensitive to outliers. The point by point analysis is evident in the results for the multi-sine data
presented in Figure 6-3(a). In contrast, the analysis pioneered by Agarwal et al. [1, 2, 2] relies on
nonlinear regression and can resolve only a small number of parameters. As shown in Figures 6-4
and 6-5, the approach of Agarwal et al. [1, 2, 2] was very sensitive to the failure of the single-sine
data to conform to the Kramers—Kronig relations and demonstrated unequivocally the extent to
which the multi-sine data satisfied the Kramers—Kronig relations. A more subtle deviation is seen
between model and single-sine data in Figure 6-3. The Boukamp approach is preferred for data,

such as those with outliers, for which an adequate number of RC elements cannot be resolved.
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Figure 6-9. Multi-sine impedance response for a Li/SOCI, battery under nonstationary
conditions: a) Nyquist; b) Frequency domain of the current excitation and the voltage
signals. Multi-sine impedance response for a Dummy Cell in stationary conditions: c)
Nyquist; d) Frequency domain of the current excitation and the voltage signals.
(Taken from You et al. [128])
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CHAPTER 7
EXPERIMENTAL OBSERVATION OF OHMIC IMPEDANCE

The objective of this work was to demonstrate the experimental determination of the ohmic
impedance.” Experimental data were collected for the ferricyanide/ferrocyanide redox couple in a
supported electrolyte. The regression results were supported by a series of finite-element
calculations. Simulations performed for a disk electrode influenced by ohmic and kinetic effects
provided an updated relationship for the normalized difference R, 1 r — Re nr as a function of the
parameter J. A second set of finite-element simulations showed that the updated relationship was
unaffected by mass transfer. A third set of finite-element simulations demonstrated that the
experimentally obtained results could be attributed to the presence of a film on the electrode
surface. Such a step-by-step analysis provides a comprehensive description of the interfacial
processes.

7.1 Simulation and Experimental Method

The present work represents a combination of experimental and numerical approaches.
7.1.1 Experimental

Experiments were performed for ferri/ferrocyanide redox species (10 mM each) ina 0.5 M
KCl electrolyte using a Gamry Reference 600+ potentiostat. The working electrode consisted of a
5-mm-diameter gold disk rotating at 800 rpm. A Pt gauze (4 cm?) was used as the
counterelectrode, a saturated Ag/AgCl electrode was used as a reference electrode, and the
temperature of double-walled electrochemical cell was held at 25+ 0.1 °C. The frequency range
was 500 kHz to 9.98 mHz with 10 measurements per decade, and the perturbation amplitude was
10 mV rms (or 28.3 mV peak-to-peak). The “low-noise” option was implemented, which imposes
the largest minimum number of cycles for each frequency measured.

7.1.2 Numerical

Numerical simulations for the impedance response associated with primary and secondary
current distributions were performed using COMSOL Multiphysics® 5.0. The hardware used was
a 64-bit Dell™ Precision T7500 workstation with dual Intel® Xeon® E5620 2.4 GHz processors

and 96 GB of RAM. The numerical simulations for the impedance response associated with

*The work presented in the chapter is reprinted with permission from C. You, A. Dizon, M. Gao, V. Vivier, and M.
E. Orazem, “Experimental Observation of Ohmic Impedance,” Electrochimica Acta, 413 (2022), 140177 [177]
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convective diffusion of ferricyanide and ferrocyanide species employed COMSOL Multiplysics®
6.0 on a Dell precision workstation T7920 with dual Intel® Xeon® Gold 6242R 3.1GHz

processors and 256 GB of RAM.

7.2 Mathematical Models

Numerical simulations were performed for the primary and secondary current distributions
on a disk electrode for which Laplace’s equation governed potential in the electrolyte.
Simulations were also performed for a rotating disk electrode for which Laplace’s equation was
assumed to apply in conjunction with the convective diffusion equations for ferricyanide and
ferrocyanide species.
7.2.1 Primary and Secondary Distributions

The 2-D axisymmetric solution to Laplace’s equation for a secondary current and potential
distribution was obtained numerically in cylindrical coordinates. A schematic representation (not
to scale) of the disk geometry is presented in Figure 7-1 with boundaries identified as I'wg for the
disk electrode, I'cg for the counterelectrode, and I'y for insulating surfaces. For the simulations,
R/ro =2000, and ry = 0.5 cm.

The governing equation for the potential phasor was

10 [ 0®\ 9%®

where r is the radial coordinate and y is the distance normal to the electrode. Equation (7-1) was

solved subject to boundary conditions

d=0 (7-2)
on the counterelectrode, I'cg,
np, -Vl =0 (7-3)
I
on insulating surfaces I'1, where nr, is the unit normal vector for insulating surfaces, and
oD -~ -~
-5 =K (cbm - ¢0> ny (cpm - <1>0> (7-4)
y
y=0
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Figure 7-1. Schematic representation of the disk geometry with boundaries identified as I'wg for
the disk electrode, I'cg for the counterelectrode, and I'7 for insulating surfaces.
Drawing is not to scale. For the simulations, R/rg = 2000, and ry = 0.5 cm. (Taken
from You et al. [177])
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at the disk electrode surface (I'wg), where &Dm is the potential phasor at the electrode surface, &DO
is the potential phasor just outside the diffuse part of the double layer, J is defined by equation

(2-34), and
o wCyro
K

K

(7-5)

is the dimensionless frequency where ry is the radius of the disk electrode, Cy is the capacity of
the electrode-electrolyte interface, and K is the electrolyte conductivity.

The numerical results were very sensitive to domain size and the meshing strategy. The
methods discussed in Gharbi et al. [124] were used to adjust the simulation parameters to yield a

high-frequency asymptote equal to the expression for the primary resistance,[108] i.e.,

tro
R =" 7-6
e HF = 7 (7-6)
The ohmic impedance was obtained as
Ze=7Z—17 (7-7)
where .
2 [T i(r,0
z=(2 / 1r0) 4 (7-8)
/0 Ppy
and

~ -1
2 (" i(r,0
Z(): —2/ M}’dr (7-9)
ro 0 (I)m—q)()

The results are presented in Figure 7-2 with J = 4R. yr/ R, as a parameter. The dimensionless
frequency was defined in equation (7-5). At high frequencies (K — o0), the ohmic impedance
approaches a real value R. yr, and at low frequencies (K — 0), the ohmic impedance approaches
areal value R, | . The accuracy of the simulations is reflected in that the high-frequency
asymptote is equal to the dimensionless primary resistance of 1/4. As J increases, the difference
between R yr and R | F is reduced.

The normalized difference between high- and low-frequency values of the ohmic resistance

is presented in Figure 7-3 as a function of J. Symbols show the values taken from Newman[113]
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Figure 7-2. Calculated dimensionless ohmic impedance in Nyquist format with J = 4R, yr/7TR;
as a parameter. The dimensionless frequency K is defined in equation (7-5). The
accuracy of the simulations is reflected in that the high-frequency asymptote is equal
to the dimensionless primary resistance of 1/4. (Taken from You et al. [177])
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Figure 7-3. Normalized difference between high- and low-frequency values of the ohmic
resistance as a function of J = 4R, yr/7R;. Symbols show the values taken from
Newman[113] and Huang et al. [114, 115]. (Taken from You et al. [177])
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and Huang et al. [114, 115]. The maximum value of J reported by Newman was J = 1, and the
maximum value of reported by Huang et al. was J = 100. The present results are in good
agreement with the results obtained by Newman[113] and by Huang et al. [114, 115] for J < 10.
7.2.2 Disk Electrode with Mass Transfer

Finite-element simulations were performed to model the reversible oxidation of
ferrocyanide to ferricyanide on a rotating disk electrode. The nonlinear set of coupled equations
governing the steady-state were solved by the Newton—Raphson method, and synthetic impedance
data were calculated by the direct linear solver. The domain comprised a volume bounded by an
area defined by the working electrode I'wg, the insulator in which the electrode is embedded I,
and the hemispherical counterelectrode I'cg.

The solution was obtained under the assumptions that homogeneous reactions were not
present, and migration was neglected due to a strong supporting electrolyte. The governing

equation for the mass transfer to a rotating disk electrode under steady-state conditions may be

Jc; Jc; 10 Jc; 8261
Vrg‘f‘Vya—y—Di (;E <FW) +a_yz) —O (7-10)

expressed as

where D; is the diffusion coefficient, c; is the steady-state concentration, and v, and vy are the
radial and axial components of velocity.

The velocity profile was expressed as[178, 179]
vy = VVQH({) (7-11)

for the axial direction, and

v =1rQF(§) (7-12)

for the radial direction where V is the kinematic viscosity, €2 is the rotation speed of the electrode,
H({) is the dimensionless axial velocity, F({) is the dimensionless radial velocity, and

§ =y\/Q/v is the dimensionless axial distance from the disk. The velocity profile was written in
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terms of a series expansion for distances near the electrode surface, i.e.,
2 1 3 b 4
Hy=—al +§<§ +8<§ +... (7-13)
and
1 2 b 3
FozaC—l—EC —§C + ... (7-14)

where a = 0.510232618867 and b = —0.615922014399. For distances far away from the

electrode, the dimensionless velocity can be expressed as

2A A? +B?
Ho.=—0+ Fexp(—Cg) — 2—C36xp(—2CC) + ... (7-15)
and
A% +B? A(A?+B?)

F. :Aexp(—CC)—z—Czexp(—ZCC)-l- exp(—3C¢) +... (7-16)

4c*
where A=0.934, B=1.208, and C = 0.88447.

The first three terms of the series expansion were applied in the present calculation. An
interpolation formula introduced by Wu [180] was used to describe the velocity profile near the

electrode and far away from the electrode, i.e.,
H=(1-f)Hy+ fHw (7-17)

and
F=(1-f)Fo+fFe (7-18)
where f is the interpolation function given by

1

L gy (7-19)

where {y = 1 and £ = 25.
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In the region outside of a thin diffusion layer near the electrode, concentrations may be
assumed uniform and potential is governed by Laplace’s equation[181]
19 [ 0D\ J*®
I el Z =0 7-20
r8r<r8r)+8y2 (7-20)
At the electrode surface, I'wg, the current given by Ohm’s law was set equal to the faradaic

current, i.e.,

iFp=—K oo = K,¢4(0)exp(by (@, — @) — KcT3(0)exp(—be (P — o)) (7-21)

where K, and K. are the reaction rate constants, b, and b. are lumped parameters related to the
apparent transfer coefficients, and ¢4(0) and ¢3(0) are the concentrations of ferrocyanide and
ferricyanide, respectively, on the electrode surface. Equation (7-21) includes the contribution of
both cathodic and anodic reactions. The fluxes of ionic species were related to the faradaic
current by

I Si -

D; — = —Ip (7-22)
" dy y—o 1F

where s; is the stoichiometric coefficient, and n = 1 is the number of electrons transferred in the
electrochemical reaction. The stoichiometric coefficient is assigned a positive value for an anodic
reactant, a negative value for an anodic product, and zero for a species that does not participate in
the reaction.

The boundary conditions at the counterelectrode, I'cg, were

d=0 (7-23)
and
¢ = ci(o0) (7-24)
At the insulating surfaces,
nry - VO|. =0 (7-25)
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and

nr, - Vailp, =0 (7-26)

where nr; is the unit normal vector for the insulating surface I7.

For calculation of the impedance, conservation equations were written in the phasor

.0 dJci 19 ( 9\ 9%
joci = v +Vya_y —D; (;E (rg) + a—yz) (7-27)

notation, 1.e.,

and potential was governed by equation (7-1). Faradaic and charging current densities were
assumed to be uncoupled, thus the boundary condition for potential at the electrode surface I'wg

was

0P : R
—K 3_y =joCq (D, — Po) +iF (7-28)

y=0

where

ip = +Kubaca(0)exp(ba(@y — D)) (P — Do) + Kaexp(ba(P,, — D)4 (0) (7-29)

+Kebe3(0)exp(—be (P — D)) (P — P ) — Keexp(—be (B — Pp))e3(0)

Equation (7-30) shows the coupling between steady-state and phasor variables.

The flux of individual ionic species on ['wg was given by

oc: .y
p 8 A (7-30)
dyly_o nF

The boundary conditions far away from the electrode, i.e., I'cg, were given by equation (7-2) for

the potential phasor and

¢i=0 (7-31)

for the concentration phasors. On insulating surfaces, equation (7-3) and
nr, -Vc~i|rI =0 (7-32)

were employed.
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The overall impedance was calculated as

~ -1
2 (110
Z— <_2 / i )rdr> (7-33)
o /0 D,

The results of the simulations provided synthetic data for subsequent regression analysis.

7.3 Regression Model Development

The model accounted for the faradaic impedance at any frequency, a look-up table
implementation of the convective diffusion impedance for a rotating disk that accounted for a
finite value of the Schmidt number, a local constant-phase-element behavior of the disk electrode,
and the ohmic impedance that resulted from the frequency-dependent nonuniform current and
potential distribution.
7.3.1 Faradaic Impedance

The reaction stoichiometry for reversible oxidation of ferrocyanide to ferricyanide can be
expressed as

Fe(CN)#~ = Fe(CN); ™ +e~ (7-34)
The associated faradaic current density is
ir = Kaca(0) exp(baV) — Kec3(0) exp(—beV) (7-35)

where rate constants K, and K and coefficients b, and b, represent lumped parameters. The terms
c4(0) and c3(0) are respectively the concentrations of Fe(CN)g~ and Fe(CN);~ evaluated at the
electrode-electrolyte interface.

The current density may be expressed as
ir = ip +Re {’z} exp(jwt)} (7-36)

where iF is the steady-state current density and ir is the associated phasor. Similar expressions

apply to potential and concentration variables. The current-density phasor may be obtained from
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a Taylor series expansion as

ir = (KabaCa(0) exp(baV) + Kebee3 (0) exp(—bcV)) V + Kaexp(baV)ea (0) — Keexp(—bcV)E3(0)

(7-37)
The current density may be related to the flux of species to and from the electrode by
d d
ip=nFDy 22| = _nFD; 23 (7-38)
L - It |,

where n = 1 is the number of electrons exchanged in reaction (7-34). Application of equation

(7-36) yields

~ de. d
ip = nFDy ~2| = —nFDsy —> (7-39)
dr |, dr |,
Equation (7-37) may be expressed as
1V — &(0 _. (0
1= Yk exp0a?) Y g exp(—bov) 2L (7-40)
Rt,eff iF iF iF
where
RiaR3
Rioff = —00 7-41
teff Res+Ris (7-41)
1
Ri4 = — 7-42
Y Kabats(0) exp(baV) (7-42)
and
1
R 3 (7-43)

where the effective charge-transfer resistance Ry ¢ accounts for contributions of anodic and

cathodic reactions.

Introduction of equations (7-39) to equation (7-40) yields

Kaexp(bV) ¢4(0)  Keexp(—bcV) ¢3(0)
nFDy d_a; nFDs @

(7-44)

Zg = Ry eff —
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A general expression for the gradient of the concentration phasor is obtained under the definitions
64 = c4/c4(0), 03 =c3/c3(0), &4 = y/ b4, and &3 = y/ 83

Kaexp(b,V)éy [ —1 K.exp(—b: V)& [ —1
nFD, 6,(0) HRet = kD, 65(0) (7-45)

Zg = Ry eff + Ry eff

Equation (7-45) may be written as

—1
Zg = Ryeff + Ry efr (W) (7-46)

where

Kaexp(b,V)oy n K.exp(—b.V) 63
nFDy nFD;

Ry et = Ry efr < (7-47)

and the dimensionless diffusion impedance was assumed to be the same for species 4 and 3, i.e.,

(9’_«1))) N (04:(1))) - (93_(1))) (7-48)

Thus, the faradaic impedance was given as equation (7-46).

7.3.2 Diffusion Impedance

The convective-diffusion impedance for the rotating disk is obtained directly from

-1 Zq 20
_ g 20 A

slB T seah T (7-49)

where —1/6!(0) is the dimensionless diffusion impedance, Z(0)> Z(1)> and Z 5) are the three
complex solutions to the convective diffusion impedance corresponding to three terms in the
series expansion for the axial velocity near the disk electrode, and the Schmidt number is
expressed as Sc = v/D;, where v = 1 /p is the kinematic viscosity and D; is the diffusion
coefficient for the reacting species. A look-up table was implemented to enable evaluation of Z ),
Z(1), and Z(y) at a specified frequency. The mathematical foundation is given in Section 11.3.4 of
Orazem and Tribollet[115] and is based on the work of Tribollet and Newman.[182]
7.3.3 Total Impedance

As suggested by Gharbi et al. [124], the ohmic impedance for the experimental data was

modeled by the Havriliak-Negami equation,[183] expressed as equation (2-36). Thus, the
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expression for the impedance was given as

—1
Re LF — Re HF Ry eff + Ry efr <W>
(1+ (jot)%)P 1+ (jo)*Q (Rtveffthd,eff (ﬁ))

Z = Re,HF + (7-50)

where —1/6’(0) was given by equation (7-49). The synthetic data generated in Section 7.2.2 did
not incorporate a local CPE behavior. Thus, the Havriliak-Negami equation was replaced by the

Cole-Davidson equation[184], i.e.,

—1
Re LF — Re HF Rieff + R eff <m>
(1+ (o) 1+jec (Rt,eff+Rd7eff (ﬁ))

(7-51)

Figure 7-3 provided the basis for the comparison of regressed ohmic impedance parameters to

theoretical values.

7.4 Regression Analysis on Simulations and Experimental Results

The regression was performed using an in-house program recently made available for
non-commercial use.[185] A measurement-model analysis was performed to identify
high-frequency artifacts, confirm consistency with the Kramers—Kronig relations at low
frequency, and identify the error structure used to weight regression. Data within the frequency
range of 99.8 kHz to 9.98 mHz were found to be free of artifacts.

The nonlinear complex regression was performed using a weighted Levenberg—Marquardt
algorithm that implemented the python package Imfit, a wrapper/extension of the leastsqg function
of scipy. In turn, the scipy function leastsq is described as a wrapper around MINPACK’s Imdif
and Imder algorithms.[186] MINPACK is a set of solvers/minimizers written in Fortran at the
Argonne National Laboratory.

7.4.1 Results from Simulations and Experiment

Regression of equation (7-51) was performed for synthetic data generated by the methods

presented in Section 7.2.2. Regression of equation (7-50) was performed for the experimental

data collected as described in Section 7.1.1.
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7.4.1.1 Synthetic data
Synthetic data were generated for ferri/ferrocyanide redox species (10 mM each) in a
supported electrolyte at a disk rotation speed of 800 rpm. Normally distributed noise, with

c =0.0001|Z| Qcm?, was added to the synthetic data, i.e.,
Z: = Z; model + N (1, 62) (7-52)

and

Zi = Zj model + Ni(1t, 07) (7-53)

where the means of independent normal distributions Ny and Nj had value p = 0. The regressions
were weighted by the inverse of the variance of the assumed stochastic error structure.[47] The
added noise was smaller than values found experimentally, but larger than the errors expected for
the numerical simulations.

Two sets of kinetic parameters were considered, shown in Figure 7-1, and the corresponding
polarization curves are shown in Figure 7-4. Symbols mark the potentials at which impedance
was calculated and subjected to regression analysis. The potential is referenced to an electrode of
the same kind such that the open-circuit potential is equal to zero. The values of J were obtained
from the regression analysis.

Regression results are presented in Table 7-2 for small values of J at open-circuit and

anodic potentials, in Table 7-3 for small values of J at cathodic potentials, and in Table 7-4 for

Table 7-1. Parameters used in the simulation for the disk electrode with mass transfer. Results
shown in Figure 7-4 and Tables 7-2-7-4.

Parameter J=025-034 J=19-2.1
K3 and K4, A/cm mol 500 2250

b3 and by, V! 19.5 19.5

Co, uF/cm? 20 20

v, cm?/s 0.01 0.01
D3, cm?/s 8.96x107% 8.96x 107
Dy, cm?/s 739%x107%  7.39x107°
p, Qcm 3.52 7.04

Q, rpm 800 800
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Figure 7-4. Calculated polarization curve generated for ferri/ferrocyanide redox species (10 mM
each) in a supported electrolyte at a disk rotation speed of 800 rpm with J as a
parameter. Symbols mark the potentials at which impedance was calculated and
subjected to regression analysis. Potential is referenced to an electrode of the same
kind such that the open-circuit potential is equal to zero. (Taken from You et al.

[177])

Table 7-2. Parameter estimates from regression of equation (7-51) to synthetic impedance data
with J = 0.25 to 0.34 for open-circuit and anodic potentials. The notation A 1/4
signifies anodic potential with i = ij;,, /4. The potential is referenced to an electrode of
the same kind, such that the potential at open-circuit is equal to zero.

Parameter ocV) A 1/4 (0.0202 V) A 1/2 (0.0439 V) A 3/4 (0.787 V)
Sc 1209.2+1.7 1260.0+ 1.6 1321.6+1.3 1389.8 £0.93
R HF, Qcm? 1.38020+0.00018 1.38010+0.00017 1.38010+0.00015 1.38000+0.00013
C, ,uF/cm2 19.9920+0.0060  19.9920+0.0054  19.9920+0.0044  19.9960 + 0.0034
R4, Qcm? 10.6910+0.0013  12.1260+0.0013  17.0390+0.0015 35.261 £0.0024
R;, Qcm? 5.13240+£0.00066 5.33340+0.00063 5.86760+0.00061 7.10670 =+ 0.00070
Re LF, Qcm? 1.4863 +£0.00041 1.48660+0.00039 1.48710+0.00033 1.48800=+0.00028
T, ms 7.17+0.10 7.201 £0.098 7.256 +0.086 7.4024+0.075
B 0.6385+0.0051 0.6384 +0.0047 0.6380+0.0041 0.635040.0036
x%/v 13.0 11.1 7.9 7.0
Calculated Results

Re1r/Repnr—1 0.0769 0.0771 0.0775 0.0783
J 0.342 0.329 0.299 0.247
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Table 7-3. Parameter estimates from regression of equation (7-51) to synthetic impedance data
with J = 0.26 to 0.34 for cathodic potentials. The notation C 1/4 signifies cathodic
potential with i = i};, /4. The potential is referenced to an electrode of the same kind,
such that the potential at open-circuit is equal to zero.

Parameter C1/4(-0.0221 V) C1/2(-0.0473 V) C3/4(-0.0844 V)
Sc 1175.0£1.6 1155.3£1.3 1169.5+0.86
Re HF, Qcm? 1.38010£0.00018 1.38010+£0.00017 1.38000+0.00013
C, uF/cm? 19.9910£0.0059  19.9920£0.0050  19.9930+£0.0035
Ry, Qcm? 11.1270£0.0014  15.4540+0.0015  32.0740+0.0021
R, Qcm? 5.16156 £0.00066  5.5840+0.00064  6.6431 +0.00065
Re 1, Qcm? 1.48640+£0.00042 1.48690+0.00037 1.48760+0.00028
T, mS 7.17+0.11 7.269 4+0.095 7.358+£0.075
B 0.6387 +0.0050 0.6358 £0.0045 0.6353 £0.0036
x%/v 12.7 10.5 7.0
Calculated Results

Re1F/Repr—1 0.0770 0.0774 0.0780
J 0.340 0.315 0.264

larger values of J. The corresponding values of R. 1 r/R. nr — 1 and J are presented as open
circles in Figure 7-3. The results show that reactions influenced by mass transfer yield the same
result as was found for the secondary current distributions for which reactions are independent of
mass transfer.
7.4.1.2 Experimental data

The polarization curve is presented in Figure 7-5 for a gold electrode rotating at 800 rpm in
an electrolyte containing a ferri/ferrocyanide redox species (10 mM each) in a 0.5 M KCl
electrolyte. The potential at which impedance measurements were collected is represented by a
dashed line. The impedance measurements were collected after the polarization curves were
obtained for different rotation speeds, after an elapsed time of about 4 hours. The impedance
analysis was performed in two parts: The measurement model was used to identify the error
structure of the data, and equation (7-50) was then regressed to the portion of the measurement
found to be consistent with the Kramers—Kronig relations using the stochastic error structure to

weight the regressions.
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Table 7-4. Parameter estimates from regression of equation (7-51) to synthetic impedance data
with J = 1.9 — 2.1. The notation A 3/4 signifies anodic potential with i = 3ij;, /4. The
potential is referenced to an electrode of the same kind, such that the potential at
open-circuit is equal to zero. Regression could be achieved only for C held fixed at the
input value.

Parameter C3/4(-0.116 V) A 3/4(0.109 V)
Sc 1245.1+2.3 14443 +2.1
Re pr, Qcm? 2.7618 £0.00069 2.7618 +0.00062
C, uF/cm? 20 20
Ry, Qcm? 25.9340+0.0047  29.367 +£0.0046
R, Qcm? 1.7074+0.0016  1.8169+£0.0015
Re L, Qcm? 2.9296+0.0012  2.9309+0.0010
T, ms 9.03+0.30 9.09 +0.27
B 0.681+0.014 0.682+0.012
x%/v 59.0 46.8
Calculated Results
ReLF/Renr— 1 0.061 0.061
J 2.06 1.93
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Figure 7-5. Polarization curve for a rotation speed of 800 rpm. The dashed line is the potential at
which impedance measurements were collected. (Taken from You et al. [177])
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7.4.2 Measurement Model Analysis

The approach developed by Agarwal et al. [187, 188, 189] was used to show that data
within the 99.8 kHz to 9.98 mHz frequency range were consistent with the Kramers—Kronig
relations. The measurement model was used to filter minor lack of replication between the five
repeated measurements, and the resulting estimates of the standard deviations of the stochastic
part of the measurement are presented in Figure 7-6(a) as a function of frequency. The results
showed that, while scattered, the standard deviations for the real and imaginary parts of the
impedance were equal, in agreement with expectations for Kramers—Kronig -consistent data.

A model was fit to the results shown in Figure 7-6(a) and found to be
o; = 0; =0 = 0.011934+0.00053 (7-54)

Equation (7-54) is presented as a dashed line in Figure 7-6(a). The standard deviations of
impedance measurements made under potentiostatic modulation are generally assumed to be
roughly proportional to the modulus of the impedance measurement, but equation (7-54) and
Figure 7-6(a) suggest that, instead, the standard deviations of the present impedance
measurements are independent of impedance. The standard deviations normalized by the
modulus, presented in Figure 7-6(b), demonstrate the nonsuitability of using modulus weighting
to regress the present data. Equation (7-54) is represented by a dashed line in Figure 7-6(b).

The error structure depends greatly on the algorithms employed by the manufacturers of the
impedance instrumentation. The results shown in Figure 7-6 illustrate the importance of using a
tool such as the measurement model program to assess the experimental error structure.

7.4.3 Process Model Analysis

Equation (7-50) was regressed to the impedance spectra collected at the open-circuit
potential for a gold disk rotation at 800 rpm. The error structure given as equation (7-54) was
used to weight the Levenberg—Marquardt regression. The data and the resulting fit are presented

in Figure 7-7.
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Figure 7-6. Stochastic error structure for the impedance measurements: a) standard deviations for
real and imaginary parts of the impedance and b) standard deviations for real and
imaginary parts of the impedance normalized by the magnitude of the impedance.

The dashed line is the model for the error structure given by equation (7-54). (Taken
from You et al. [177])

Z,/Qcm?

Figure 7-7. Replicated impedance data in Nyquist format. The line represents the fit of equation
(7-50) to the impedance spectra. (Taken from You et al. [177])
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The model comprised nine parameters, of which three can be attributed to incorporation of
the Havriliak-Negami equation. Regression with all nine parameters resulted in some parameters
with confidence intervals that included zero. To achieve a regression with statistically significant
parameter estimations, 3 was fixed to 0.7, a value close to that obtained by regression of the
Havriliak—Negami equation to synthetic impedance data.[124] The results are presented in Table

7-5. The £ /v statistic has values on the order of 5. Nominally, a good fit should have a value

2
4 \/Z (7-55)
\% \%

where V is the degree of freedom for the regression. In the present case, v = 132, and the values

reported in Table 7-5 can be compared to 1 + /2/v = 1.12.

7.5 Insight from Synthetic and Experimental Data

Both synthetic and experimental data provide insight into the role of the complex ohmic
impedance for electrochemical studies.
7.5.1 Synthetic Data

The ohmic impedance associated with primary and secondary current distributions was
obtained by subtraction of the calculated interfacial impedance from the calculated impedance,
following equations (7-7)—(7-9). The results, given in Figure 7-2, show that the high-frequency
asymptote approaches the expected value of 1/4[108] for all values of J. The relationship for
scaled difference between high- and low-frequency ohmic impedance as a function of J,
calculated in the present work, extends the analysis of Newman[113] by two orders of magnitude
and extends the analysis of Huang et al. [114, 115] by one order of magnitude. The error in the
value of Re 1 F/Re ur — 1 for J = 100 by Huang et al. [114, 115] can be attributed to use of a mesh
size that is too large.

The synthetic data for the ferri/ferrocyanide system were subjected to the same regression
analysis as used for experimental data. The Schmidt number for ferricyanide is on the order of
1120, and the Schmidt number for ferrocyanide is on the order of 1350. The Schmidt number

reported in Tables 7-2 and 7-4 is 1390-1444 at i /i), = 3/4 under anodic potentials, for which
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Table 7-5. Parameter estimates from regression of equation (7-50) to the impedance data shown
in Figure 7-7.

Parameter 1 2 3 4 5
Sc 1198.24+4.0 1204.24+2.9 1206.4+2.9 1209.44+3.2 1211.04+2.8
Re ur, Qcm? 2.8496+0.0044 2.853740.0034 2.8590+0.0036 2.8573£0.0041 2.8577+0.0038
Q, uF/cm?s!—¢ 228+15 201.44+9.9 180.949.5 172410 155.7+8.8
Ry, Qcm? 11.3688+0.0047 11.3680+£0.0038 11.3718+0.0040 11.373540.0043 11.3834+0.0037
R, Qcm? 0.8266+0.0076 0.841240.0058 0.8425+0.0060 0.8415+0.0069 0.8311+0.0064
o 0.7690+0.0064 0.77754+0.0049 0.7858+0.0052 0.7887£0.0059 0.7961£0.0055
AR., Qcm? 0.1202+0.0046 0.113740.0036 0.1109+0.0038 0.1119£0.0041 0.1093+0.0036
B 0.7 0.7 0.7 0.7 0.7
T, ms 6.29+0.87 7.14£0.80 7.44+0.89 6.56£0.85 5.71£0.67
x2/v 6.6 4.0 4.5 5.6 4.8
Calculated Results

Re1r/Renr—1|0.04224+ 0.0016 0.0399+0.0013 0.0389-+£0.0014 0.0392+0.0015 0.0383+0.0013
J 4.391£0.041 4.321£0.030 4.32+0.032  4.325£0.036  4.37940.034
Cet, uF/cm? 294 29.1 29.1 28.5 28.0
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oxidation of ferrocyanide is expected to dominate. The Schmidt number reported in Tables 7-3
and 7-4 is 1170-1245 at i /i;im = 3/4 under cathodic potentials, for which reduction of
ferricyanide is expected to dominate. The Schmidt number reported in Table 7-2 at open circuit is
1209. Regressed values for R; and Ry increase as the magnitude of the potential increases in both
anodic and cathodic directions, in agreement with equations (7-41) and (7-47) and with
experimental observation.[142] The most important observation for the present work is that the
values of Re 1 r/Re nr — 1 fall on the same curve (Figure 7-3) as was calculated for the secondary
current distribution.
7.5.2 Experimental Data

The values reported in Table 7-5 are on the order of 1200, a value that is, as expected,
between the values for ferricyanide and ferrocyanide. The capacitance was estimated using the

formula derived by Brug et al. [190], i.e.,

_eHR: ) e (7-56)

Cett = 0"/ (R&HF R
The values between 28 and 29 uF/cm? are typical of those expected for a double-layer
capacitance.

The value of J = 4R, yr /R was found to be about 4.3, and the confidence interval
reported was obtained from Monte Carlo calculations. The value of AR./R. pr Or Re Lr/Re HF — |
was found to be smaller than that expected for J = 4.3 in Figure 7-3. As suggested by Orazem et
al. [191] and by Wang et al. [192], the value of the Schmidt number obtained by regression is
influenced by elapsed time, suggesting formation of a film on the electrode surface.

The simulations presented in Section 7.2 were repeated with a film on the electrode surface
of thickness 8 = 1 um and with uniform resistivity. The results of the simulation and the results
form the regression analysis are presented in Figure 7-8. The film thickness of 1 um was chosen

because it could be resolved by finite-element calculations. While the film thickness for the

present system is expected to be much smaller than 1 pum, other calculations for different film
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Figure 7-8. Normalized difference between high- and -low frequency values of the ohmic
resistance for a disk electrode covered by a film of uniform resistivity and a thickness
of 1 um as a function of J = 4R, yr/R;. Symbols show the values obtained from the
regression of the spectra shown in Figure 7-7. (Taken from You et al. [177])

thicknesses for which dpr was fixed yielded almost identical results. The relevant quantity is
R¢/Re ur, also shown in Figure 7-8.

As shown in Table 7-5, the Schmidt number increased with elapsed time. This behavior is
similar to that reported by Orazem et al. [191] and by Wang et al. [192] and was attributed to
formation of a film. The value of R. 1 r/R. 5r — 1 decreased with elapsed time, and, as shown in
Figure 7-8, an increase in film resistance causes a reduction of Re | / Re pr — 1.

Experiments were performed immediately after the electrode was polished, but, for these
measurements, regression analysis did not yield statistically significant values for
Havriliak-Negami parameters. The ohmic impedance cannot be resolved for all impedance
measurements. For cases where the ohmic impedance parameters cannot be obtained by
regression, the best alternative is to truncate the data at frequencies above the characteristic
frequency given by equation (2-35). This will eliminate the effect of the ohmic impedance, as
discussed by Huang et al. [123] and by Wang et al. [192]. For the present work, the values

reported in Table 7-5 yield a characteristic frequency for ohmic impedance on the order of
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1.9 kHz. The corresponding value for the faradaic reaction is 6.6 kHz, suggesting that the ohmic
impedance plays a discernable role throughout the faradaic loop shown in Figure 7-7. The overlap
of ohmic and faradaic impedance loops is consistent with the observed value of J, given by
equation (2-34), that is larger than unity.

The significance of the present work is that it shows, for the first time, that the ohmic
impedance predicted by Huang et al. [122, 114, 123] could be resolved experimentally. A similar
conclusion was presented by Gharbi et al. [124], but that work employed a simplex regression
routine which is subject to over fitting. Subsequent efforts to employ Levenberg—Marquardt
algorithms to regress the data reported in Gharbi et al. [124] were unsuccessful, suggesting that
the ohmic impedance parameters obtained were not statistically significant. In the present work,
the oh