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LIST OF SYMBOLS

Roman

A constants to account for the influence of temperature diffusion coefficient
given in equation (3-80), A = 2.414 ×10−5 Pa s

Ai analytic constants to account for the influence of temperature on homoge-
neous reaction rate constant

A coefficient in velocity expansion, A = 0.934

Ai area of the film i, cm2

Adp surface area of the droplet, cm2

a coefficient in velocity expansion, a = 0.510232618867

B constants to account for the influence of temperature diffusion coefficient
given in equation (3-80), B = 247.8 K

B coefficient in velocity expansion, B = 1.208

b lumped kinetic parameters, b = αanF/RT or b = αcnF/RT , V−1

b coefficient in velocity expansion, b =−0.615922014399

C constants to account for the influence of temperature diffusion coefficient
given in equation (3-80), C = 140.0 K

C coefficient in velocity expansion, C = 0.88447

C capacitance, F/cm2

Cdl double-layer capacitance, F/cm2

C0 interfacial capacitance, F/cm2

Cxy a real number between 0 and 1 that measures the correlation between the
input signal x(t) and the output signal y(t), see equation (6-6)

ci volumetric concentration of species i, mol/cm3

cm,d concentration of one molecule in the droplet, mol/cm3

Di diffusion coefficient of species i, cm2/s
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E activation energy

F Faraday’s constant, 96,487 C/equiv

F(ζ ) dimensionless radial velocity, see equation (7-12)

F0 dimensionless radial velocity expansion near the electrode, see equation
(7-14)

F∞ dimensionless radial velocity expansion far from the electrode, see equation
(7-16)

f velocity interpolation formula, see equation (7-19)

fc characteristic frequency associated with the ohmic impedance, Hz

fi reaction rate constant factors influenced by film i

fRt characteristic frequency associated with the faradic reaction, Hz

g dimensionless parameter used for the power-law model, see equation (2-20)

H(ζ ) dimensionless axial velocity, see equation (7-11)

Hi Henry’s law constant of species i, mol/cm3 atm

H0 dimensionless axial velocity expansion near the electrode, see equation
(7-13)

H∞ dimensionless axial velocity expansion far from the electrode, see equation
(7-15)

i current density, A/cm2

iF,i faradaic current density, A/cm2

itotal total current, A

J dimensionless exchange current density which may be written as J =
4Re,HF/πRt

j the imaginary number, j =
√
−1
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k reaction rate constant

kB Boltzman constant, kB= 1.380649 ×10−23 J/K

K dimensionless frequency given by equation (7-5)

Ksp solubility product constant

Keq equilibrium rate constant

Lcorr,local local corrosion depth

MW,i molecular weight for species i, g/mol

NA Avogadro’s number, NA = 6.02214×1023 mol−1

Ni flux of species i, mol/cm s

Nd −Na doping level, mol/cm3

n the number of electrons transferred in electrochemical reactions

ni intrinsic concentration, mol/cm3

n unit vector normal to the surface

OA diameter of the droplet, OA = 1 mm

OB height of the droplet, OA = 0.4 mm

Pxx power spectra of x(t), see equation (6-6)

Pxy power spectra of y(t), see equation (6-6)

Pyy average cross-power spectrum of x(t) and y(t)

p pressure in the repository air, atm

Q CPE parameter that is equal to capacitance when α = 1, F/cm2s1−α

QH CPE parameter for high-frequency loop given in equation (2-19),
F/cm2s1−α

QL CPE parameter for low-frequency loop given in equation (5-1), F/cm2s1−α
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q surface charge density, C/cm2

R universal gas constant, 8.3143 J/mol K

R radius corresponding to the location of the counterelectrode, see Figure 7-1

Re ohmic resistance, Ωcm2

Re,HF high-frequency ohmic resistance, Ωcm2

Re,LF low-frequency ohmic resistance, Ωcm2

RH resistance associated with the high-frequency loop given in equation (5-1),
Ωcm2

Ri homogeneous reaction rate for species i, mol/cm3s

RL resistance associated with the high-frequency loop given in equation (5-1),
Ωcm2

Rt charge-transfer resistance, Ωcm2

Rcorr,local local corrosion rate

r radial coordinate

r0 radius of the disk electrode, cm

Sc Schmidt number for species i, Sc = ν/Di

si stoichiometric coefficient for species i

T temperature, K

T0 room temperature, T0 = 298.15 K

T ′ period of an integer number of cycles

t elapsed time, s

t0.1% elapsed time associated with 0.1% O2 remaining in the repository, s

Vd volume of the droplet, cm3
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vr radial velocity, cm/s

vy axial velocity, cm/s

y axial coordinate

yi gaseous species fraction

Z impedance, Ωcm2

Ze ohmic impedance, Ωcm2

Z(0) zeroth term in the expansion for dimensionless diffusion impedance, see
equation (7-49)

Z(0) interfacial impedance, Ωcm2

Z(1) first term in the expansion for dimensionless diffusion impedance, see equa-
tion (7-49)

Z(2) second term in the expansion for dimensionless diffusion impedance, see
equation (7-49)

zi the number of charge for species i

Greek

α exponent for a constant-phase element

αa apparent anodic transfer coefficient

αc apparent cathodic transfer coefficient

αH exponent for a constant-phase element in high-frequency loop, see equation
(2-19)

αL exponent for a constant-phase element in low-frequency loop, see equation
(5-1)

ζ0 coefficient in velocity interpolation formula given in equation (7-19), ζ0 = 1

β exponent used in the Havriliak–Negami equation, see equation (2-36)
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γ surface coverage

ΓDB boundary of the droplet, see Figure 3-1

ΓI insulating surface, see Figures 3-1 and 7-1

ΓREF Farthest location from the working electrode to define the reference poten-
tial, see Figure 3-1

ΓWE surface associated with the working electrode, see Figures 3-1 and 7-1

∆rHθ change of enthalpy for species i, kJ/mol

δ film thickness, cm

δm,i monolayer thickness of the film i, cm

ε dielectric constant

εCuCl porosity of CuCl film

ε0 permittivity of vacuum, ε0 = 8.8542×10−14 F/cm

ζ dimensionless axial position, ζ = y
√

Ω/ν

ζ0 coefficient in velocity interpolation formula given in equation (7-19), ζ0 = 1

η influence factor of CuCl film on potentials, η = Φ0/Φ(CuCl)

θi dimensionless concentration phasor for species i, θi = c̃i/c̃i(0)

κ conductivity, S cm−1

λ influence factor of CuCl film on surface oxygen concentration, λ =
cO2(0)/cO2(CuCl)

µi mobility of species i, mol/cm2 s J

µ mean, Ωcm2

ν kinematic viscosity, cm2s−1

ν degree of freedom
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ξ coefficient in velocity interpolation formula given in equation (7-19), α =
25

ρ resistivity, Ωcm

ρ mass density, g/cm3

ρ charge density, C/cm3

ρ0 resistivity when y = 0 given in equation (2-18), Ωcm

ρδ resistivity, the value of the resistivity when y = δ given in equation (2-18),
Ωcm

ρ ′ resistivity of CuCl film, Ωcm

σ standard deviation of impedance, Ωcm2

τ time constant

Φ potential

Φθ
ref potential

ω angular frequency, s−1

Ω disk rotation speed, s−1

χ2/ν weighted regression statistic, χ2/ν = 1+
√

2/ν for a good fit

ψ parameter to distinguish the limiting current behavior for oxygen reduction,
ψ = DH2O2k2/DO2k3

Subscript

a anodic

b backward

c cathodic

eff effective

f forward
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j imaginary

m electrode

n electron

p hole

r real

ref reference

0 location just outside the diffuse double layer

3 ferricyanide, Fe(CN)3−
6

4 ferrocyanide, Fe(CN)4−
6

General

Im{X} imaginary part of X

Re{X} real part of X

X steady-state of variable X

X̃ phasor of variable X

< X > average value for variable X
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Copper coatings are used as the protecting material for the Canadian used nuclear fuel

containers. A 2-D axisymmetric time-dependent model for the localized corrosion of copper

under an Evans droplet was developed using the finite-element method. Some unique features of

the model are that it includes 6 heterogeneous and 15 homogeneous reactions, it provides implicit

calculation of nm-scale films, and it accounts for the influence of the film on surface

concentrations, potentials, and reaction rate constants. The influence of temperature is included

on model parameters. The model shows time-dependent radial distributions for current density,

surface coverage of films, and localized corrosion rates and depths. The model provides

distributions of pH, potential, and concentrations of dissolved gaseous and ionic species through

the entire droplet. Preliminary results show that the corrosion of copper is almost uniform on the

electrode surface. Temperature and oxygen concentration are shown to have a strong contribution

to copper corrosion over a simulation period of 10 years.

Electrochemical impedance spectroscopy (EIS) is used to study red and green QLED

devices. The high-frequency loop is interpreted in terms of the thickness, dielectric constant, and

resistivity distribution of the hole-injection layer. The work presents a first ever analysis that

employs the device capacitance obtained from a measurement model analysis, the film thickness

measured by scanning electron microscopy, and an interpretation of the impedance based on a

power-law model. Impedance measurements performed on hole-transport–only devices yield
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results that are consistent with the interpretation of the high-frequency capacitive loop in terms of

the properties of the hole-injection layer.

Additional work involves fundamental studies of EIS. In collaboration with Prof. Burak

Ulgut and his students, impedance spectra obtained by multi-sine potential perturbation are

shown to automatically satisfy with the Kramers–Kronig relations, even for systems that are

nonlinear and nonstationary. In collaboration with Dr. Vincent Vivier, a step-by-step analysis is

demonstrated for frequency-dependent complex ohmic impedance observed by experiments.

Another work describes the use of measurement model to interpret the impedance data

complicated by the ohmic impedance.
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CHAPTER 1
INTRODUCTION

Several works presented in this dissertation emphasize different electrochemical systems.

Physics and chemistry in real applications were investigated and explained from fundamental

prospect of view using both experimental and simulation approaches.

The objective for the first work was to develop a mathematical model for localized corrosion

of copper under a droplet. Background for Canadian deep geological repository and literature

review for past copper corrosion models on used nuclear fuel container are introduced in Section

2.1 of Chapter 2. Part of evaluating the long-term performance and safety of the repository system

is understanding the behavior of the copper-coated container with respect to localized corrosion.

The Canadian Deep Geological Repository (DGR) system does not lend itself to passivation of

the copper surface. However, the system will transition from dry to wet conditions, which may

produce different localized environments, and as a result, localized corrosion damage. There is

still a need to develop a mathematic model for localized corrosion of copper.

The mathematical model was developed using the finite-element method (COMSOL

Multiphysics) and the development of the mathematical model for localized copper corrosion is

presented in Chapter 3. The model includes coupled, nonlinear, diffusion equations for ionic

species, which include the contribution of migration, local electroneutrality, and homogeneous

reactions. The anodic and cathodic regions are not predefined but, instead, are determined by

values of local concentration and potential from the simulation results. The growth of nm-scale

films was calculated implicitly without using finite-element meshing and surface coverage was

expressed in terms of the thickness in units of monolayers. The model also accounted for the

effect of porous CuCl film thickness on the surface oxygen concentration and potential applied on

electrochemical reactions. The influence of temperature was included on model parameters. A

total of 28 dependent spatial-temporal variables including species’ concentrations, potentials and

local corrosion rate were solved in this model.

Results for 10-year time dependent simulations for localized corrosion of copper are

discussed in Chapter 4. Two extreme conditions were chosen such that droplet boundary has a

faster or slower rate of oxygen decay for an initially air-saturated droplet. The model shows a
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time-dependent radial distribution of anodic and cathodic current density, surface coverage of

CuCl film and Cu2O film, and localized corrosion rates and depths. It also shows a distribution of

pH, potential, and concentrations of dissolved gaseous and ionic species through the entire

droplet. Temperature and oxygen concentration is shown to have a strong contribution to the

simulation results.

The second work used electrochemical impedance spectroscopy to study quantum-dot

light-emitting diodes (QLED) devices. Quantum-dot light-emitting diodes (QLED) are used in

the new generation of electronic displays. A QLED based display can offer superior performance,

including brightness, color purity, color gamut, and efficiency, at a lower cost as compared to

existing technology. Work is needed, however, to improve the interpretation of the EIS response

of QLED devices. The objective of the second main project is to interpret the high-frequency

impedance response on red and green QLED devices in terms of the physical properties of the

device. In section 2.2 of Chapter 2, background for quantum dot light-emitting devices and basic

knowledge for electrochemical impedance spectroscopy are introduced.

Analysis of high-frequency loops in terms of material properties from impedance

measurements on QLED devices is discussed in Chapter 5. The high-frequency loop is interpreted

in terms of the thickness, dielectric constant, and resistivity distribution of the hole-injection

layer. The analysis employed the device capacitance obtained from a measurement model

analysis, the film thickness measured by scanning electron microscopy, and an interpretation of

the impedance based on a power-law model. Impedance measurements performed on

hole-transport only devices yielded results that were consistent with the interpretation of the

high-frequency capacitive loop in terms of the properties of the hole-injection layer.

Application of the Kramers–Kronig relations to multi-sine electrochemical impedance

measurements is discussed in the third work. Impedance spectra obtained by fast Fourier

transformation of the response to a multi-sine potential perturbation were shown to be consistent

with the Kramers–Kronig relations, even for systems that are nonlinear and nonstationary. The

present work demonstrates that application of the Kramers–Kronig relations to the results of
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multi-sine measurements cannot be used to determine whether the experimental system satisfies

the conditions of linearity, causality and stability. In Section 2.3 of Chapter 2, multi-sine

electrochemical impedance measurements and Kramers-Kronig relations are introduced. In

Chapter 6, these results, observed for measurements on a Li/SOCl2 battery, were confirmed by

numerical simulations. Consistency with the Kramers–Kronig relations was confirmed by use of

the measurement model developed by Agrawal et al. [1, 2, 3] and by a linear measurement model

approach developed by Boukamp [4] and implemented by Gamry. This work demonstrates that

application of the Kramers–Kronig relations to the results of multi-sine measurements cannot be

used to determine whether the experimental system satisfies the conditions of linearity, causality

and stability.

Ohmic impedance response on the disk electrode is investigated for the fourth work.

Background for ohmic impedance and applications of measurement model are described in

Section 2.4 of Chapter 2. Experimental observation of ohmic impedance is discussed in Chapter

7. The ohmic impedance was obtained by Levenberg-Marquardt regression of a process model

that used the Havriliak-Negami equation to account for the ohmic impedance. Experimental

results obtained by Vincent Vivier (CNRS) for the ferri/ferrocyanide redox species on a gold disk

used as a model system were interpreted using a physical description expressed in terms of an

ohmic impedance and an expression that accounted for the influence of a local constant-phase

element on the faradaic reaction and the convective diffusion impedance. Regressions were

weighted by the experimentally determined error structure of the data, and the resulting

parameters characteristic of the ohmic impedance were in excellent agreement with numerical

simulations.

In Chapter 8, the method of using measurement model to interpret the impedance data

complicated by ohmic impedance is discussed. The measurement model was shown to give the

correct value of the capacitance for the system with a capacitance, but a wrong value for the

system having a local constant-phase-element (CPE) behavior. The ohmic impedance could also

be fitted by the process model including the Cole-Davidson or Havriliak-Negami equation. The
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value of the effective capacitance for the system with a CPE could be calculated by the Brug

formula using regressed parameters. Even though the measurement model could not give the

correct value of the interface capacitance in case of local CPE, it could be used to identify which

portion of the data was affected by the ohmic impedance and to calculate the effective capacitance

by eliminating the frequencies above the geometry-induced dispersion frequency.

Conclusions are drawn for each work in Chapter 9. For future work discussed in chapter 10,

possible extensions for the mathematic model for localized corrosion of copper are discussed and

the development of a 1-D mathematic model for N-type semi-conductor is presented, which could

be extended to a mathematic model for QLED devices with multiple layers. The MATLAB code

for single-sine and multi-sine impedance calculations is shown in Appendix A. The FORTRAN

code to calculate steady-state and impedance in the one-dimensional model for n-type

semi-conductor is shown in Appendix B.
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CHAPTER 2
BACKGROUND

Background information for different works is presented in this Chapter. For the

development of mathematical model for localized corrosion of copper in underground repositories

shown in section 2.1, Canadian deep geological repository is introduced and associated possible

copper corrosion reactions are introduced. Past Copper corrosion models for nuclear fuel

containers and models using Evans droplet are reviewed. Background for the work of impedance

of quantum-dot light-emitting diodes is introduced in section 2.2. It covers the basic introduction

of quantum-dot light-emitting diode devices, electrochemical impedance spectroscopy, and

application of EIS on QLED devices. In section 2.3, Multi-sine impedance spectroscopy’s

background is introduced including the technique of sing-sine and multi-sine impedance

measurements, applications of multi-sine EIS, and Kramers-Kronig relations. Background

knowledge for the ohmic impedance on disk electrodes is introduced in section 2.4. The ohmic

impedance, frequencies dispersion and application of the measurement model are discussed.

2.1 Corrosion of Copper in Underground Repositories

Nuclear fuel has became a sustainable energy and been used to generate electric power

among different countries. The Canada Deuterium Uranium (CANDU), a heavy-water moderated

power reactor design, was firstly developed in the 1950s by Atomic Energy of Canada Limited

(AECL), Ontario Hydro, and Canadian General Electric (CGE).[5] The first commercial CANDU

units became available in 1960s and CANDU is currently operating in Ontario, Quebec and New

Brunswick. During the operation, used nuclear fuel became a by-product. The radiation of the

used fuel will decay rapidly initially and it will taken 10 million years to reach the radiation level

that is equivalent to uranium in the nature.[6] This highly radioactive waste needs to be stored

properly to avoid any exposure to the environment and people.

2.1.1 Canadian Deep Geological Repository

Canada’s used nuclear fuel is temporarily safely stored in dry storage containers with a

minimum lifetime of fifty years.[7] After fifty years of storage, life of the container could be

extended or the used nuclear fuel could be repackaged. Adaptive Phased Management (APM)

plan, the federally-approved plan for the safe long-term management of Canada’s used nuclear
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fuel, was selected by the government of Canada in 2007 and the Nuclear Waste Management

Organization (NWMO) is responsible for the implementation of APM.[8]

Under APM, used nuclear fuel will ultimately be placed within a deep geological repository

(DGR) in a suitable host rock formation and the schematic representation of the Canadian DGR

conceptual design is shown in Figure 2-1. [9] It shows a two kilometers by three kilometers

conceptual layout and the repository will be constructed at a depth of about 500 meters below the

ground surface. On the ground surface, surface facilities labeled as A will be used for operation,

maintainable and long-term monitoring, and rock pile labeled as B will be used to properly

manage the unused excavated rock [10]. Under the ground surface, services area labeled as C will

provide support for DGR operations, and placement rooms labeled as D will safely store the used

nuclear fuel container. The schematic representation of the Canadian multiple-barrier system is

shown in Figure 2-2[11]. The fuel pellet labeled as 1 are made from uranium dioxide powder and

will serve as the first barrier. Fuel bundle labeled as 2 will consist of a number of fuel elements

made from Zircaloy that contain the fuel pellets. Used nuclear fuel bundle will be stored in the

used fuel container (UFC) labeled as 3. The container has a height of 2.5 meters and a width of

0.6 meters with a spherical head welded to the core of the container. The container is made from

carbon steel and coated with a 3-mm-thick copper layer. A highly compacted bentonite clay

buffer box labeled as 4 will encapsulate the UFC. Open spaces between each bentonite buffer box

will be filled with bentonite clay and the entrance of each placement room will be sealed by the

concrete bulk head. The host rock labeled as 5 will serve as a natural barrier that protect the UFC

from extreme situations.

2.1.2 Possible Copper Corrosion during Different Stages in DGR

Once the used fuel container is placed in the Canadian DGR, the environment will go from

dry and warm to wet and cold conditions. For the long-term management, copper known as one

of the inert noble material is the best practical choice to be coated on the carbon steel UFC and

Copper will be likely to remain stable under well known conditions. There will be four major

post-closure stages.[12] Stage I is called immediate post-placement period. There will be trapped
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Figure 2-1. Schematic representation of the Canadian DGR conceptual design. (Image credited to
NWMO [9])

Figure 2-2. Schematic representation of the Canadian multiple-barrier system. (Image credited to
NWMO [11])
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oxygen and moisture that favours the aqueous corrosion. Cuprous oxide or cuprous salts could be

formed. One of the conservative assumption for reaction between oxygen and copper could be

expresses as

4Cu+O2 → 2Cu2O (2-1)

The γ radiation rate will be at the highest level in this stage. Nitric acid could be produced

through γ radiation in the humid air and the reaction could be expressed as

O2(g)+N2(g)+H2O(g)
γ−→ HNO3(g) (2-2)

Copper could be corroded by nitric acid in different reactions shown as

2Cu+NO−
3 +2H+ → 2Cu++H2O+NO−

2 (2-3)

2Cu+NO−
3 → Cu2O+H2O (2-4)

Cu+NO−
3 +2H+ → Cu2++H2O+NO−

2 (2-5)

This stage could last from a few days to several months.

As temperature becomes higher due to the thermal influence from radiation, the DGR will

transit to the second stage, which is called dried-out period. The container surface will be

completely dry and atmospheric corrosion could take place instead of aqueous corrosion. The

duration of this stage will be varied on different types of host rock. It could last about fifty years

for the crystalline host rock and five thousand years for the sedimentary rock.[13] As the radiation

decays and temperature cools down, the environment will jump into the third stage, which is

called the re-wetting and highly compacted bentonite saturation stage. The humidity will increase

and the UFC surface will become fully wetted eventually. Oxic corrosion shown in equation (2-1)

could still occur if oxygen has not been completely consumed in the previous two stages.

Radiation reaction shown in equations (2-3) (2-5) and (2-4) could also occur if the level of the

radiation is still very high. After the oxygen is consumed, the DGR will be in the forth stage and

also the final stage. This stage is the long-term anoxic phase such that temperature will continue

34



to cool down. Two types of corrosion could occur in this stage, which are anoxic corrosion and

microbiologically-influenced corrosion. For anoxic corrosion, the reaction could be expressed in

a similar conservative way as the oxic corrosion and shown as

2Cu+H2O → 2Cu2O+H2 (2-6)

This reaction could occur spontaneously when the pressure of H2 is very low. Sulphate could be

produced by sulphate-reducing bacterial and sulphate is expected to corrode copper in the

following reaction shown as

2Cu+SH−+H+ → Cu2S+H2 (2-7)

Besides sulphate could be produced microbiologically, it could also be produced by minerals that

contains sulphate.

2.1.3 Copper Corrosion Models for Nuclear Fuel Containers

Different modeling approaches could be taken to predict the long-term copper corrosion and

there are two types of models in general. The first type of model is the phenomenological model

that requires the empirical relationship by observation and experiment. The phenomenological

model has been used in many applications to predict different parameters related to copper

corrosion. Swedish corrosion institute studied the corrosion resistance of a copper canister for the

nuclear fuel [14]. Pitting corrosion of copper was most concerned that could happen in the copper

canister due to the developed oxidants. Pitting factor of copper was derived using an empirical

expression for the pit depth as a function of time to describe the ratio between maximum pit depth

and average penetration. Werme et al. [15] performed a corrosion analysis of copper canister for

Swedish nuclear high level waster disposal. Pitting factor was also used to evaluate the

performance of copper respect to pitting corrosion. Björkbacka et al. [16] investigated the

radiation induced corrosion of copper for Swedish spent nuclear fuel storage. The maximum

possible corrosion rate caused by gamma radiolysis of the aqueous phase was estimated by

numerical simulations of radiolysis of pure water. King and Kolar [17] proposed a conceptual
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model to address the surface roughening that was observed on copper exposed to compacted

buffer environment and surface roughening is the result from pits initiation, growth and death.

Phenomenological model could help explain existing data with fewer parameters, but it

becomes less useful as a predictive tool to guide new designs or experiments. The second type of

model is the mechanistic model which requires inclusion of all relevant phenomena and has many

parameters. When it comes to guide new designs and experiments, the mechanistic model is

useful to gain insight into consequences of the coupled behavior of physical and chemical

process. A mechanistically-based mixed-potential copper corrosion model has been continuously

developed by King and Kolar [18, 19, 20, 21, 22, 17, 23, 24] since 1995. The initial version of the

model [18] accounted for the mechanisms of electrochemical reactions and mass-transfer

characteristic on the rotating disk electrode and on membrane and compacted-clay electrodes. A

total of 6 species were considered including dissolved oxygen, cuprous chloride (CuCl−2 ),

cuprous oxide (Cu2O) precipitate, and one dissolved, one adsorbed and one precipitated cupric

complex, which are unspecified. The model was used to analyze the effects of unsaturated

conditions on the corrosion of copper containers in a Canadian disposal vault.[22]

A second version of the copper corrosion model was developed in 1996 by King et al.

[19, 20] and four more species including dissolved chloride (Cl−), dissolved and precipitated

ferrous complex and biotite or other ferrous solid were added compared to the initial version. The

early second version was assumed to be isothermal and the later version introduced the effects of

the spital and temporal temperature. The second version of the copper corrosion model was used

to predict the long-term corrosion behavior of copper nuclear fuel waste containers, which is in

support of Atomic Energy of Canada’s second case study.[25]

A more advanced and the most recent version of copper corrosion model was developed in

2006 by King et al.[23, 24] The major improvement was the model introduced time-dependent

degree of saturation to address the evolution of the repository environment and gaseous oxygen

was added to the model. This version of model accounted for the various chemical,

microbiological, electrochemical, precipitation/dissolution, adsorption/desorption, redox, and
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mass-transport processes at the container surface and in the compacted bentonite-based sealing

materials within the repository. A validated COMSOL version of the copper model was

developed in 2022 by King and Briggs [26] and this model is the conversion of the previous

copper corrosion model to the COMSOL Multiphysics platform.

2.1.4 Models Using Evans Droplet

Evans droplet approach was first used by Evans in 1926 [27] to study the corrosion and

oxidation of metals. In his experiments, a sodium chloride droplet was placed on the steel. Under

the droplet, periphery region was found to be cathodic with more available oxygen from the

atmosphere and droplet center was found to be anodic due to a limited amount of oxygen. The

Evans droplet approach has been used in many numerical models to study different corrosion

systems.

Jiang et al. [28] studied the effect of length three-phase boundary zone on cathodic and

corrosion behavior of metals in Sandy soil systems. An analytical steady-state model was

developed under a droplet that accounted for the influence of liquid dispersion on sandy soil

corrosion rates and cathodic limiting current. The model showed a strong relationship between

the geometric parameters, such as the length and width of the three-phase region, and the cathodic

current density. Venkatraman et al. [29] developed a 3-D finite element model for corrosion of

Zinc under an Aerosol droplet. The model solves for the Nerst-Planck equation without

convection. It was assumed that there was no gas generation and no formation of oxide or films

on the metal surface. Zinc dissolution was the only anodic reaction and oxygen reduction was the

only cathodic reaction. The results showed the distributions of zinc concentrations and current

density distributions, but the separation of anodic and cathodic regions were not described. Chang

et al. [30] developed a axial symmetric time-dependant mathematical model to study the

under-deposit corrosion of steel. In their model, the anodic and cathodic regions were not

predefined and it included the contribution of migration, local electroneutrality, homogeneous

reactions and formation of primary precipitates. The model provided an insight into studies

among systems reactions, deposition of films,and species transport.
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2.2 Impedance of Quantum-Dot Light-Emitting Diodes

Electrochemical impedance spectroscopy(EIS) is used to study red and green quantum-dot

light-emitting diodes devices. The high-frequency loop is interpreted in terms of the thickness,

dielectric constant, and resistivity distribution of the hole-injection layer. The analysis employed

the device capacitance obtained from a measurement model analysis, the film thickness measured

by scanning electron microscopy, and an interpretation of the impedance based on a power-law

model. Impedance measurements performed on hole-transport only devices yielded results that

were consistent with the interpretation of the high-frequency capacitive loop in terms of the

properties of the hole-injection layer.

2.2.1 Quantum Dots

Quantum dots are nanoscaled semiconductor particles and are initially discovered by

Alexey I. Ekimov [31] and Louis Brus [32, 33] in the early 80s. The schematic structure

representation of a quantum dot is shown in Figure 2-3 and the quantum dot has three major

properties called core, shell, and ligands. The core is sitting inside the quantum dot, which can

adsorb and emit light with pure and bright colors. The shell surrounding the core could protect

from moisture, oxygen and heat. The ligands could ensure the quantum dot will be stable and

suspended in the solution during the manufacturing. The size of a quantum dot is around 3∼10

nm in diameter and it is 10 thousand times smaller than a human hair. Emission colors strongly

depend on the size of the quantum dots. Increasing quantum dot size will decrease the bandgap

energy and increase the wavelength of the emitting light. Therefore, the color-changing

phenomenon is the result of different bandgaps between different sized quantum dots.

Quantum dots have been widely used in many fields, such as biomedical imaging and

biosensing [34], photovoltaic devices [35], computing [36], and photocatalysts [37]. One of the

most popular applications is called colloidal quantum-dots light-emitting diode (QLED), in which

the quantum dots are synthesized from solutions and used in the new generation of TV displays.

The first QLED based device was developed by Colin et al. [38] in 1994. The device was made

from cadmium selenide nanocrystals and a semiconducting polymer. The color of the emitting
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Figure 2-3. Schematic representation of a quantum dot with blue dot representing the core, yellow
dot representing the shell and silver tail representing the ligand.

light could be tuned by a degree of voltage. However, this device had a high operating voltage of

4 V and the efficiency needed to be improved. After the following two decades, different

quantum-dots emitting layers have been studied to improve the device performance. Anikeeva et

al. [39] enhanced the QLED performance by use of different colloidal QLED for the different

parts of the visible spectrum, and by utilizing a recently demonstrated robust quantum-dots

deposition. One of the major factors to evaluate the QLED devices is called external quantum

efficiency (EQE). By this method, EQE was obtained as 1% for green QLED devices with 4 times

larger and 2.5 % for red QLED devices with a 30 % increase, but blue QLED devices were still a

challenge. Qian et al. [40] reported that high brightness, solution processability, colour

tunability, and narrow emission bandwidth could be achieved by using a multi-layer QLED

structure. The quantum-dots emissive layer was sandwiched between an organic hole transport

layer and an electron transport layer made of ZnO nanoparticles. Ding et al. [41] showed that

EQE and current efficiency could be improved by introducing a thermally evaporated organic

cathode interfacial material (CIM) Phen-NaDPO. With the organic CIM/LiF/Al cathode, EQE

and current efficiency of the QLED device could increase by 44 % and 52 %, respectively.
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2.2.2 Electrochemical Impedance Spectroscopy

Electrochemical impedance spectroscopy can be described as transfer function that relates

the input signal and the output signal. It becomes a popular technique that has been applied to

different electrochemical systems including corrosion, battery, semi-conductor, bio-sensors and

etc. As shown in Figure 2-4(a), a sinusoidal time-dependent potential is applied to the

electrochemical cell as the input and the response is a sinusoidal time-dependent current density

as the out put during the EIS measurement. For a steady-state system, current density is plotted as

a function of potential in Figure 2-4(b), which is called the polarization curve. Sinusoidal

time-dependent potential can be expressed as

V (t) =V + |∆V |cos(ωt) (2-8)

where V is the steady-state potential, |∆V | is the potential amplitude, and ω is the angular

frequency. Time-dependent potential V (t) can also be expressed as

V (t) =V +Re{Ṽ exp(jωt)} (2-9)

where j is the complex number equal to
√
−1 and Ṽ is potential phasor, which can be expressed as

Ṽ (ω) = |∆V |exp(jϕV) (2-10)

where ϕV is the phase angle associated with the potential. The response of the current density

from the system is also sinusoidal, which can be expressed as

i(t) = i+Re{ĩexp(jωt)} (2-11)

Associated current density phasor can be expressed as

ĩ(ω) = |∆i|exp(jϕi) (2-12)
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The impedance of the steady-state system is the ratio of potential phasor and current density

phasor given by

Z(ω) =
Ṽ (ω)

ĩ(ω)
=

|∆V |
|∆i| exp(j(ϕV −ϕi)) (2-13)

Impedance can also be expressed in the complex form as

Z(ω) = Zr + jZj (2-14)

where Zr is the real part of the impedance and Zj is the imaginary part of the impedance.

For system having a simple electrochemical reaction without considering mass-transfer

effect, associated equivalent circuit model could be a resistance in series with a parallel

combination of a resistance and a capacitance shown in Figure 2-5. Impedance could be

expressed as

Z =
Ṽ

ĩ
= Re +

Rt

1+ jωRtCdl
(2-15)

where Re is the ohmic resistance corresponding to the resistance between the reference electrode

and location near the working electrode in the electrolyte, Rt is the charge-transfer resistance

corresponding to the electrochemical reactions on the electrode surface and Cdl is the double-layer

capacitance corresponding to the interface between the working electrode and electrolyte. Since

impedance is a complex number, it could be presented in the Nyquist format, where real part of

the impedance could be plotted as a function of imaginary part of the impedance as shown in

Figure 2-6. Each point represents the impedance at a single frequency and the shape is a semi

circle. The value of impedance tends toward to the value of Re as ω → ∞ and it tends toward to

the value of Re +Rt as ω → 0. A characteristic frequency could be expressed as

fc =
1

2πRtCdl
(2-16)

2.2.3 Constant-Phase Element

Constant-phase-element (CPE) behavior is often observed in EIS response of

electrochemical and solid-state systems. As shown in Figure 2-7(a), pure capacitance was
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Figure 2-4. Schematic representation of a sinusoidal perturbation of a input potential with a
response of the current density: a) electrochemical cell and b) polarization curve.
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replaced by the constant phase element in the associated equivalent circuit model and the

impedance can be expressed as

Z = Re +
Rt

1+(jω)αQRt
(2-17)

where α is the CPE exponent and Q is the CPE coefficient. The shape of the impedance is a

depressed semi-circle shown in Figure 2-7(b) and a smaller α will make the semi-circle more

depressed. The CPE can be used to improve the fit of the equivalent circuit model to the

impedance data. However, interpretation of the CPE parameters to extract physical meaning

requires an understanding of the time-constant distribution in each individual system. Hirschorn

et al. [42, 43] developed a power-law model that could relate the CPE parameters to the physical

properties of the film by regression of the measurement model [1, 2, 3] to synthetic data. The

distribution of resistivity was identified by assuming a uniform dielectric constant. The power-law

model has been validated in many applications such as aluminum oxide, oxide film on stainless

steel, human skin, and water uptake in coatings.[43, 44, 45]

2.2.3.1 Power-Law Model

Under the assumption that the CPE behavior can be attributed to a distribution of time

constants within a layer, Hirschorn et al. [42, 43], found that the distribution of resistivity can be

expressed as
ρ

ρδ

=

(
ρδ

ρ0
+

(
1− ρδ

ρ0

)( y
δ

)γ
)−1

(2-18)

where y is the axial position through the film, δ is the film thickness, ρ0 is the value of the

resistivity when y = 0, and ρδ is the value of the resistivity when y = δ . Hirschorn et al. [42, 43],

found that, in the frequency range in which a CPE behavior is found, a relationship between film

properties and CPE parameters QH and αH can be expressed as

QH =
(εε0)

αH

gδρ
1−αH
δ

(2-19)

where g is a function of αH, i.e.,

g = 1+2.88(1−αH)
2.375 (2-20)
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Figure 2-7. System with constant-phase element behavior: a) equivalent circuit and b) Nyquist
plot.
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The general expression for capacitance can be written as

C =
εε0

δ
(2-21)

and effective capacitance in terms of CPE parameters can be obtained from

Ceff,PL = gQH(ρδ εε0)
1−αH (2-22)

Equation (2-19) has been used to extract film thickness for oxide films on metals,[44] but, as

discussed by Orazem et al.,[46] with known values of QH and αH, equation (2-19) represents one

equation with three unknowns. Independent measurement of layer thickness provides an

additional parameter. Another parameter may be obtained from the recent observation that the

measurement model can be used to identify the capacitance of an electrochemical system.[47]

2.2.3.2 Measurement Model

A circuit representation of the measurement model is shown in Figure 2-8. Liao et al. [47]

showed, by regression to synthetic data, that a Voigt measurement model

Z = R0 +
K

∑
k=1

Rk

1+ jωτk
(2-23)

can be used to extract capacitance, ohmic resistance, and polarization resistance values from

impedance data, where τi is the time constant. Agarwal et al. [1] showed that, by including a

sufficient number of terms, a general measurement model based on equation (2-23) can fit

impedance data for typical stationary electrochemical systems. The number of Voigt elements K

was increased sequentially under the constraint that the 95.4% (±2σ ) confidence interval for each

Figure 2-8. A circuit representation of the measurement model
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regressed parameter does not include zero. The same value for K can be obtained by

minimization of the Akaike information criterion, which penalizes each added parameter.[48] A

capacitance for each element k can be expressed as

Ck =
τk

Rk
(2-24)

and the effective capacitance can be obtained as

1
Ceff

= ∑
k

1
Ck

(2-25)

The confidence interval for the effective capacitance can be obtained from the estimated standard

errors of the regressed parameters using a linear propagation of error analysis (see Section 3.2 of

Orazem and Tribollet[49]).

2.2.4 Application of EIS to QLED Devices

Electrochemical impedance spectroscopy (EIS) has been applied over the decades to study

the light-emitting diode (LED) devices and could provide an ability to characterize the electrical

properties of the material and the interfaces inside the device. Cho et al. [50] studied the effects

of plasma treatment on the surface of indium-tin oxide (ITO) anodes on the OLEDs using

different gases. Different values of the contact resistance, the parallel resistance, and the parallel

capacitance inferred by the EIS analysis were attributed to the removal of contaminants and to

changes in the work function of ITO. Nowy et al. [51] used EIS to investigate the charge-carrier

injection properties with different anodes and anode treatments in bottom-emitting OLEDs.

Capacitance, trapped and interfacial charges, and the dynamics of injected charges were analyzed

to study degradation processes. Hsiao et al. [52] used EIS to study the interfacial capacitance of

polymer light-emitting diode devices, and an additional capacitive loop was associated with the

bulk of the PEDOT layer. Kwak et al. [53] proposed a method to examine the thermal

degradation of OLEDs by EIS and infrared imaging. The OLED with poor electrical properties

showed a fairly high temperature during the operation and a short lifetime. Cai et al. [54] and

Chulkin et al. [55, 56] measured impedance spectroscopy on OLED devices to study the charge
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transfer in the charge-transport layer. The values of the capacitance and the resistance obtained

from the regression were used to estimate the mobility and concentration of charge carriers, the

parameters responsible for charge transfer and charge density. Tyagi et al. [57] related changes in

OLED impedance to degradation caused by heat generation. So and Kondakov [58] reviewed

degradation mechanisms for OLED devices, including the extrinsic (cathode) and intrinsic

(operation) degradation. They stated that, for polymer OLED devices, charge-transport and

injection properties and charge balance controlled by interlayers at the anode contact affect the

device lifetime. Zheng et al. [59] suggested that the space-charge-limited current (SCLC) with an

exponential trap distribution theory can be used to explain the relationship between the resistance

and the applied potential. The value of the resistance in the degraded device was much larger than

in the un-degraded device due to the moisture and oxygen diffusion or heat associated with

operation. The reported half lifetime is 3000 hours for the red QLED devices, 1000 hours for the

green QLED devices, and only 20 hours for the blue QLED devices by Chen et al. [60]. The half

lifetime is based on that the value of the luminescence decreased to 50% of its original value,

which is equal to 1000 cd/m2. So far, the external quantum efficiency, the operation time, and the

synthesis method are mostly discussed. However, QLED does not have a long history and the

degradation mechanism are still lack of explanations. The EIS is very sensitive to the condition of

the QLED and it may provide a useful tool to study and understand the possible failure

mechanisms.

2.3 Multi-Sine Impedance Spectroscopy

Electrochemical Impedance Spectroscopy, namely measuring the frequency-dependent

complex impedance as a function of frequency, has become a fundamental technique for

analyzing electrochemical systems. The information-rich response of EIS enables the

determination of properties for various electrochemical phenomena in broadly varying systems.

The power of EIS relies on the ability to study the electrochemical phenomena on a wide

timescale. It is utilized very heavily in all areas of electrochemistry, from energy storage and

conversion[61, 62, 63, 64, 65] to coatings[66, 67], from physical electrochemistry [68, 69, 70] to

48



corrosion studies [71, 72]. In all cases, EIS data allows decoupling phenomena occurring at

different timescales in the system. As examples, for batteries and fuel cells, the area difference of

the electrodes allow separation of the behavior of two electrodes [73, 74], for corrosion studies,

the polarization resistance of the metal can be obtained without any contribution from the solution

resistance [75] and, in cases where the metal is coated, the coating properties can be isolated

[72, 76]. These separations are only possible because characteristic timescales (typically RC time

constants) for these phenomena are clearly separated.

Since the resolving power of the technique comes from the ability to interrogate events

occurring at different timescales, the accessible range of frequencies is an important parameter to

discuss. The range of frequencies is rarely limited by instrumentation. On the high-frequency

side, manufacturers of electrochemical impedance spectroscopy equipment specify instruments to

have a maximum frequency as high as 8 MHz with a potentiostat [77] and 32 MHz [77] without.

While it is true that, with the correct resistor connected across the instrument cables and correct

geometry, there may be an accurate measurement at such high frequencies, measurements with

practical systems including cable limitations are typically only useful up to 50kHz or less. The

low-frequency side is more interesting. Instrumentally, there is no limitation on how slow a

measurement can be made. Manufacturers’ limits on the low side, when they exist, are bound by

factors such as time between data points, USB sleep times, etc., which can be modified easily

if/when necessary. However, most of the time, the principal limitation is sample stability and,

more often, stationarity. Instrument software typically allow for frequencies as low as 10µHz,

which corresponds to 105 seconds per period, roughly 27.8 hours. Given the need for

measurement of multiple cycles, at least 56 hours are necessary for a measurement at a frequency

of 10µHz. Most electrochemical system are not stationary over a period of days to weeks.

2.3.1 Single-Sine EIS

Single-frequency Fourier analysis could be used for the single-sine EIS measurements and

the outline of the approach could be seen in Section 7.3.3 of Orazem and Tribollet[49] For
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example, the input potential to a system could be expressed as

V (t) = ∆V cos(ωt) (2-26)

and the output current density could be expressed as

i(t) = ∆icos(ωt +ϕi) (2-27)

To transform a signal from time domain to the frequency domain, a Fourier analysis could be

used. The real and imaginary part of the current density signal could be expressed as

ir(ω) =
1
T ′

∫ T ′

0
i(t)cos(ωt)dt (2-28)

and

ij(ω) =− 1
T ′

∫ T ′

0
i(t)sin(ωt)dt (2-29)

where T ′ is the period of an integer number of cycles at frequency ω . The real and imaginary part

of the potential signal could be expressed as

Vr(ω) =
1
T ′

∫ T ′

0
V (t)cos(ωt)dt (2-30)

and

Vj(ω) =− 1
T ′

∫ T ′

0
V (t)sin(ωt)dt (2-31)

The impedance was calculated as

Z(ω) =
Vr + jVj

ir + jij
(2-32)

2.3.2 Multi-Sine EIS

In an effort to decrease the measurement time, multi-sine, or more generally, Fourier

Transform techniques have emerged as an alternative. Multi-Sine Electrochemical Impedance

Spectroscopy (MS-EIS) was introduced in the late 1970s [78, 79] as a technique that can improve

data acquisition and can shorten the experiment duration. It has been implemented by instrument

manufacturers [80, 81] and used by several research groups to obtain impedance results of various
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electrochemical systems[82, 83, 84, 85, 86]. Unlike the conventional step-sine EIS in which

excitation signals are applied at each frequency separately, MS-EIS excites the sample by one

composite signal containing numerous frequencies intended for investigation. Application of the

Fast Fourier Transform (FFT) on the full signal yields a frequency response from the multi-sine

signal. The impedance is calculated from ratio of the voltage to the current at each frequency.

Fourier Transform techniques are routinely used in analytical chemistry, especially in techniques

where a large number of averages are necessary. Instruments that perform FTIR [87] and FTNMR

[88] are commonplace in chemistry laboratories.

2.3.3 Application of Multi-Sine EIS

The first application of MS-EIS in the literature was reported by Smith et al. , who applied

pseudorandom white noise excitation signals to measure the self-exchange rate constants for

Cr(CN)4−
6 /Cr(CN)3−

6 system [78]. The technique was named Fourier Transform Admittance due

to the reliance on FFT to obtain the admittance values. They also described the data processing

involved for FFT impedance and highlighted the advantages of using the technique [79].

Later several studies utilized the technique to obtain the electrochemical impedance of

various systems. Smyrl [89] and Smyrl and Stephenson [90] describe “digital impedance for

faradaic analysis” (DIFA), an input spectrum consisting of superimposed sinusoids such that the

higher frequency members are harmonics of the lowest frequency, and applied the technique to

study corrosion of copper in HCl. Later Wiese et al. . [91] described the working principles of

Fourier Transform Impedance spectrometer in the frequency range from 1 Hz to 105 Hz. They

report that impedance spectra were obtained within few seconds. Few years later, Schindler et al.

developed phase-optimization for the excitation signal to optimize the response. The perturbation

signal used was a superposition of sine waves with properly chosen frequencies [92]. Gabrielli et

al. did a comparison study for the impedance results of single sine wave and white noise

excitation [93]. They stated that the both techniques allow for accurate impedance measurements

and that the white noise yields shorter measurement time only if linear spaced frequencies are

tolerable in the lowest decade.
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Another approach was taken by Gheem et al. in which a broadband periodic excitation

signal, called odd random phase multi-sine, was introduced as a technique to characterize

non-linear and non-stationary systems [94, 95]. As stated by the authors, the technique allows for

differentiation between non-stationarity and non-linearity in the system and has been applied to

coatings and corrosion systems [96, 97].

In addition to the MS-EIS techniques, there have been numerous studies involving signals

that are not generated by adding sine waves. Relaxation Voltammetry [98] is one of the early

examples where a simple open circuit voltage decay measurement has been employed as the

signal used in order to calculate the impedance at low frequencies. The voltage measured can be

Fourier transformed into the frequency domain in order to obtain the spectrum. Though this

measurement is simple, the frequency domain signal is very broad and continuous, decreasing the

signal power at any given frequency, and thus creating issues with signal-to-noise. The extreme

case for signal-to-noise issues come in cases where the signal is simply a potential step function

[83]. Once the derivative of the step is taken, the result is a Dirac function, which is effectively

white in the frequency domain. Though this is shown to work in very-low-impedance systems

where there is plenty of current signal, it is also shown to have problems [99].

There are several commercial implementations of MS-EIS. In all implementations, the goal

has been to decrease the time requirement of the measurement [80, 81, 100]. In the low-frequency

region, properly designed signals have been shown to decrease the time requirement of the

measurement by up to factors of 4.

2.3.4 Kramers-Kronig Relations

The fundamental assumptions behind any EIS measurement are that the measurements are

linear, stable, and causal [49]. The causality and the stationarity conditions can be checked

through compatibility with the Kramers–Kronig relations. The Kramers–Kronig relations relate

the real and the imaginary component of the obtained impedance values, e.g.,

Zr(ω) = Zr,∞ − 2
π

∫
∞

0

xZj(x)−Zj(ω)

x2 −ω2 dx (2-33)
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Equation (2-33) shows that real component of impedance Zr can be predicted from an analytical

function of the imaginary component if the conditions of linearity, stability and causality are not

violated. Any deviation from the Kramers–Kronig transform can be attributed to the presence of

nonlinearity or non-stationarity in the measurement.

As can be seen from equation (2-33), direct application of the Kramers–Kronig relations

requires integration over frequency ranging from zero to infinity. Due to the finite frequency

range accessible in practical EIS measurements, various approximations are employed in order to

check compatibility with Kramers–Kronig relations. The implementations either rely on fitting

the data to generic Kramers–Kronig-compatible circuit elements, or extrapolations of the data to

the rest of the frequency domain. Two implementations that rely on fitting generic

Kramers–Kronig-compatible models to the data are the measurement model method [1, 2, 2] and

the Boukamp method [4]. The measurement model is based on fitting electrical circuits

corresponding to the Voigt model, which is consistent with the Kramers–Kronig relations. The

Boukamp method is also based on fitting Voigt circuit elements but is linear in its parameters.

Another approach to test for compatibility with the Kramers Kronig relations is to perform

the integration by fitting polynomials to the data. This allows interpolation for getting a better

estimation of the true integral with more points between the frequencies and extrapolation in

order to calculate the regions of frequency that are not experimentally accessible. This approach

has been shown to work, as long as a properly chosen model is accessible [101].

The sensitivity of the Kramers–Kronig relations in the determination of the linearity and

stationarity for the impedance data set has been discussed in the literature. Compatibility with the

Kramers–Kronig relations is known to be sensitive to non-linear behavior only if the

measurement is done for a sufficiently wide frequency range that covers the time constants of the

system [102]. In the case of stationarity, the Kramers–Kronig relation is found to be very

sensitive to non-stationary behaviors in electrochemical systems [103, 104].

The issue of whether the Kramers–Kronig relations may be used to validate multi-sine

impedance data is not fully resolved. Srinivasan et al. [105] state that the Kramers–Kronig
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relations may be used to identify multi-sine data affected by potential drift. Sacci et al. [106] used

the Kramers–Kronig relations to validate dynamic electrochemical impedance spectroscopy data

that employs a multi-sine technique. The results presented by Macdonald [107] suggest that

multi-sine signals treated by fast Fourier and related transformations yield results that

automatically satisfy the Kramers–Kronig relations. The objective of this work is to use

experiments and numerical simulations to test for the compliance of the Kramers–Kronig

relations to the non-stationary behaviors utilizing single-sine and multi-sine excitation signals.

2.4 Ohmic Impedance of Disk Electrodes

The electrode geometry often constrains the distribution of current density and potential in

the electrolyte adjacent to the electrode in such a way that both cannot simultaneously be

uniform. The primary and secondary current and potential distributions associated with a disk

embedded in an insulating plane were developed by Newman.[108, 109] Current distributions

have been calculated as well for planar electrodes in channel flow.[110, 111] Newman showed

that the potential distribution on the disk electrode is not uniform under conditions where the

current density is uniform and, conversely, the current distribution is non-uniform under the

primary condition where the solution potential is uniform.[109, 112]

2.4.1 Frequency Dispersion

The presence of frequency dispersion associated with the current and potential distributions

on the working electrode was introduced by Newman.[113] He performed numerical simulations

for a disk electrode under three conditions: the electrode was purely capacitive (J = 0) and the

electrode was subject to a faradaic reaction with J = 0.1 and J = 1. The dimensionless parameter

J may be expressed as[114, 115]

J =
4Re,HF

πRt
(2-34)

where Re,HF is the high-frequency or primary ohmic resistance and Rt is the charge-transfer

resistance associated with a faradaic reaction. For a pure capacitor, Rt = ∞ and J = 0. Newman

presented his results in terms of frequency-dependent resistance and capacitance, showing that,

for a purely capacitive electrode, the ohmic resistance could be described as having a value at
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high frequency that differed from a value at low frequency. The solution to Laplace’s equation

was performed using a transformation to rotational elliptic coordinates and a series expansion in

terms of Lengendre polynomials.

Nisancioglu and Newman[116, 117] used a similar mathematical development to find the

transient potential response of a disk electrode subject to step changes in current. Their treatment

considered a secondary current distribution for which the electrode was subject to faradaic

reactions. Antohi and Scherson expanded the solution to the transient problem by expanding the

number of terms used in the series expansion.[118]

The location of reference electrodes within a nonuniform current and potential distribution

were shown to influence the impedance of thin solid electrolytes[119] and lithium batteries.[120]

Córdoba–Torres et al. suggested that geometry-induced current and potential distributions

influence interpretation of constant-phase element behavior.[121]

2.4.2 Ohmic Impedance

The effect of electrode geometry on impedance was explored further by Huang et al.

[114, 122, 123] who suggested that the influence of nonuniform distributions of current and

potential can be described in terms of an ohmic impedance. The ohmic impedance becomes an

ohmic resistance for geometries yielding uniform current and potential distributions such as a

recessed electrode. The complex character of the ohmic impedance is evident above a

characteristic frequency that can be expressed as

fc =
1

2πRe,HFC0
(2-35)

where C0 is the interfacial capacity and the high-frequency ohmic resistance Re,HF is that obtained

as the primary resistance. The characteristic frequency given by equation (2-35) depends on the

electrode size and electrolyte conductivity (through Re,HF).

Gharbi et al. [124] showed that a process model including the Havriliak–Negami equation

Z = Re,HF +
Re,LF −Re,HF

(1+(jωτ)α)β
(2-36)
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could account for the high-frequency dispersion or complex ohmic impedance associated with the

disk electrode. Equation (2-36) was fit to synthetic data obtained by finite-element simulations of

a disk electrode. The value of α was found to be that associated with local CPE behavior of the

electrode, and β had a value on the order of 0.7. They reported the regression of a model

accounting for ohmic impedance and the power-law impedance[125], i.e.,

Z = Re,HF +
Re,LF −Re,HF

(1+(jωτ)α)β
+

δ∫

0

ρ(y)
1+ jωεε0ρ(y)

dy (2-37)

to data collected on aluminum oxide. The regression was performed using an in-house regression

program that employed a Simplex routine; thus, while the fits showed good agreement with the

data, confidence intervals for parameter estimates could not be obtained. Subsequent efforts to

perform this regression using a Levenberg–Marquardt algorithm were unsuccessful.

2.4.3 Application of the Measurement Model

The measurement model was proposed by Agawal et al. [1, 3] in 1990s to check for the

consistency of the experimental impedance data with the Kramers-Kronig relations. By use of a

series of Viogt elements, the measurement model is able to provide a statistically significant fit to

different impedance spectra. The measurement model can also be used to identify the error

structure of the impedance measurements. [2] Boukamp and Macdonald also proposed a

distribution of relaxation-times fitting method to test whether the impedance data satisfies the

Kramers-Kronig relations.[126] A linear method was suggested by Boukamp [127] that the

impedance data at each frequency was fitted to an individual Viogt element by a linear regression.

You et al. [128] showed that the measurement model developed by Agawal et al. was more

sensitive to failures of causality of impedance data caused by the nonstationary behavior than the

approach proposed by Boukamp and implemented by Gamry instruments.

The use of measurement model could not only check for the impedance data that are

consistent with the Kramers-Kronig relations, but also provided a useful tool for understanding

the physics for the system. Orazem et al. [129]showed that zero and high-frequency limits

obtained from the measurement model were used to determine the polarization resistance. The
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results followed by this procedure could be used to monitor the systems involving the transient

growth of corrosion-product films on copper in synthetic water and on cast iron in Evian water.

You et al. [130] used the measurement model to calculate the effective capacitance of the

hole-injection layer for the quantum-dot light-emitting diode devices. The useful parameters of

physical properties, such as dielectric constant or layer thickness, could be obtained under the

assumption of a power-law resistivity distribution.[43, 42] Liao et al. [47] showed that the

measurement model was able to yield an accurate capacitance by removing the contribution of the

ohmic impedance from the regressed data for systems showing geometry-induced frequency

dispersion. High frequency and low frequency ohmic resistances could be extracted. However,

the effect of mass transfer was not included in the presence of the geometry-induced frequency

dispersion.

57



CHAPTER 3
MATHEMATICAL DEVELOPMENT FOR COPPER CORROSION MODEL

Part of evaluating the long-term performance and safety of the Canadian repository system

is to understand the behavior of the copper coated container with respect to localized corrosion.

The Canadian Deep Geological Repository (DGR) system does not lend itself to passivation of

the copper surface, owing to the nature of copper and the environment, so conventional pitting

corrosion is not expected. However, the system will transition from dry to wet conditions, and

there is a possibility that deliquescent species may be present on the container surface, which may

produce different localized environments, and, as a result, localized corrosion damage. The

objective of this work was to develop a time-dependent model for localized corrosion of copper

using the concept of an Evans droplet.[27] The mathematical approach was similar to that

developed by Chang et al. [30] for corrosion of iron under a droplet or under a deposit.

The model included coupled nonlinear conservation equations for ionic species, which

included the contribution of diffusion, migration, local electro-neutrality, and homogeneous

reactions. The anodic and cathodic regions were not predefined but were rather determined by

values of local concentration and potential from the simulation results. The surface coverage of

film was calculated implicitly and expressed in terms of the thickness in units of monolayers. The

model also accounted for the effect of porous CuCl film thickness on the surface oxygen

concentration and potential applied on electrochemical reactions. The influence of temperature

was included on model parameters.

3.1 Numerical Methods

Numerical simulations was performed using COMSOL Multiphysics® 6.0, and the

hardware used was a Dell precision workstation T7920 with dual Intel® Xeon® Gold 6242R 3.1

GHz processors with 256G of RAM. The model was built using the basic module called

mathematics and a physics module called Nernst-Planck Equations. Non-linear governing

equations were solved by the fully-coupled approach in the time-dependent study.

The geometry of the droplet was assumed to be axisymmetric and a quarter ellipse was used

to represent the water droplet on the copper metal surface, as shown in Figure 3-1. ΓWE is the

cooper metal surface, ΓI is the insulating surface, and ΓDB is the interface between the droplet and
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Figure 3-1. Schematic representation of water droplet on the copper surface.

the repository air. The droplet has a radius OA = 1 mm and a height OB = 0.4 mm. ΓREF is the

farthest location from the copper metal surface within the droplet. Nonuniform distributed

triangular-element meshing was used in the current geometry shown in Figure 3-2 and maximum

element sizes were defined in the droplet domain and at different droplet boundaries. The

maximum element size near the center of the droplet labeled as 1 is 200 times smaller than the

droplet radius, which is OA/200 = 5 µm and length of 1 is 95% of OA. The maximum element

size near the periphery of the droplet labeled as 2 and 3 was set to 400 times smaller than the

droplet radius, which is OA/400=2.50 µm, and the farthest distance of 3 from the metal surface

is 5% of OA. The maximum element size far away from the metal surface labeled as 4 is 150

times smaller than the droplet radius, which is OA/150 = 6.67 µm. The maximum element size

for the domain of the droplet labeled as 5 was set to 50 times smaller than the droplet radius

equal to OA/50=20 µm. The model has about 4,400 finite elements.

3.2 Electrochemical Reactions

Sodium chloride was chosen as the supporting electrolyte, and several electrochemical

reactions were considered in the current model. Copper was assumed to oxidize to cuprous ions

in the anodic direction, and cuprous ions could be also plated in the cathodic direction. The
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Figure 3-2. Schematic representation of nonuniform triangular meshing in the model

reversible reaction could be expressed as

Cu ⇄ Cu++ e− (3-1)

The corresponding current density for reaction (3-1) following the Tafel expression could be

expressed as

iF,Cu+ = kCu+,a exp(bCu+,a(Φm −Φ0))− kCu+,ccCu+(0)exp(−bCu+,c(Φm −Φ0)) (3-2)

where kCu+,a and kCu+,c are reaction rate constants including the equilibrium potential

information, bCu+,a and bCu+,c are lumped parameters, cCu+(0) is the cuprous ion concentration

on the metal surface, Φm is the potential on the metal surface, and Φ0 is the potential outside the

diffuse part of the double layer. The kinetic parameters bi was given by

bi(T ) =
αiF
RT

(3-3)

where αi is the symmetry factor for single electron step reactions and αi is the apparent transfer

coefficient for more complicated reactions. Cuprous ions produced by reaction (3-1) could
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transform to cupric ions, which could be expressed as

Cu+ ⇄ Cu2++ e− (3-4)

The associated current density for reaction (3-4) could be expressed as

iF,Cu2+ = kCu2+,acCu+(0)exp(bCu2+,a(Φm−Φ0))−kCu2+,ccCu2+(0)exp(−bCu2+,c(Φm−Φ0)) (3-5)

Cupric ions could be reduced to cuprous chloride ions by chloride ions shown as

Cu2++2Cl−+ e− → CuCl−2 (3-6)

The current density for reaction (3-6) could be expressed as

iF,CuCl−2
=−kCuCl−2

cCu2+(0)(cCl−(0))
2 exp(−bCuCl−2

(Φm −Φ0)) (3-7)

The oxygen reduction reaction in the acidic conditions is generally expressed as

O2 +4H++4e− → 2H2O (3-8)

As discussed by Newman [131], oxygen reduction may follow two elementary steps under the

acidic conditions, i.e.,

O2 +2H++2e− → H2O2 (3-9)

and

H2O2 +2H++2e− → 2H2O (3-10)

A parameter ψ = DH2O2k2/DO2k3 was defined to distinguish the limiting current behavior, where

k2 and k3 are reaction rate constants for reactions (3-9) and (3-10), and DH2O2 and DO2 are

diffusion coefficients. As ψ → 0, reaction (3-10) is much faster as compared to reaction (3-9). A

single limiting current plateau is observed at cathodic potentials. For ψ → ∞, the polarization

curve shows a smaller limiting current plateau, which is half of the bigger plateau for ψ → 0. For

0 < ψ < ∞, polarization curve falls in between two limiting current conditions and the reactions

are more distinguishable. For alkaline conditions[132], the overall reaction for oxygen reduction
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can be expressed as

O2 +2H2O+4e− → 4OH− (3-11)

Elementary steps for reaction (3-11) could be expressed as

O2 +H2O+2e− → HO−
2 +OH− (3-12)

and

HO−
2 +H2O+2e− → 3OH− (3-13)

in which HO−
2 is the intermediate. Current densities for reactions (3-12) and (3-13) could be

expressed as

iF,O2 =−kO2cO2(0)exp(−bO2(Φm −Φ0)) (3-14)

and

iF,HO−
2
=−kHO−

2
cHO−

2
(0)exp(−bHO−

2
(Φm −Φ0)) (3-15)

Hydrogen ions could react cathodically to generate hydrogen, and hydrogen could also be

oxidized to form hydrogen ions. Reversible reactions for hydrogen evolution and reduction could

be expressed as

2H++ e− ⇄ H2 (3-16)

The current density for reaction (3-16) could be expressed as

iF,H2 = kH2,acH+(0)exp(bH2,a(Φm −Φ0))− kH2,c exp(−bH2,c(Φm −Φ0)) (3-17)

Equations 3-1, 3-4, 3-6, 3-12, 3-13 and 3-16 were used to represent heterogeneous

electrochemical reactions on the copper surface.

3.3 Film Formation

Two kinds of films were assumed to form in the current model. One is cuprous chloride salt

film that served as a diffusion barrier. The other is a cuprous oxide film that partially blocks the

electrode surface. Dissolved Cu+ was assumed to react in a second chemical step to form the
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CuCl film, and the reaction could be expressed as[133, 134]

Cu++Cl− ⇄ CuCl (3-18)

The reaction rate for reaction (3-18) could be expressed as

RCuCl = kf,CuCl(cCu+cCl− −Ksp,CuCl) (3-19)

where Ksp,CuCl is the solubility product constant. The CuCl salt film could further react with Cl−

to form dissolved CuCl−2 , and the reaction could be expressed as

CuCl+Cl− ⇄ CuCl−2 (3-20)

The reaction rate for reaction (3-20) could be expressed as

RCuCl−2
= kf,CuCl−2

cCl− − kb,CuCl−2
cCuCl−2

(3-21)

Dissolved Cu+ could also react to form the Cu2O film and the reaction could be expressed

as[135, 134]

2Cu++H2O ⇄ Cu2O+2H+ (3-22)

The reaction rate for reaction (3-22) could be expressed as

RCu2O = kf,Cu2O((cCu+)
2 −Ksp,Cu2O(cH+)2) (3-23)

The surface coverage for CuCl and Cu2O films was calculated implicitly and expressed in terms

of the thickness in units of monolayers given as

γi =
Ai

Adp
=

ciMw,i

ρiδm,i

1
Adp

(3-24)

where Adp is the surface area of the droplet, Ai is the surface area of the film, Mw,i is the molecule

weight, ρi is the density of film, and δm,i is the monolayer thickness of the film.
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3.4 Homogeneous Reactions

Multiple homogenous reactions were also assumed to take place in the droplet. Reversible

homogeneous reactions were assumed to reach equilibrium at longer elapsed time, and

equilibrium constants were used to govern species concentrations. The equilibrium constant is

generally defined based on the reaction stoichiometry and species concentrations, and it could be

expressed as

Keq =

∏
i

csi
p,i

∏
i

c−si
r,i

(3-25)

where si is stoichiometric coefficient, and subscripts p and r stand for products and reactants.

Water dissociation was included in the current model to account for the pH effect and the

reaction could be expressed as

H2O ⇄ H++OH− (3-26)

The elementary steps for most homogeneous reactions were guided by the database from the

thermodynamic speciation program PHREEQC, which contained information on the aqueous

geochemistry.[136, 137, 138] Dissolved Cu+ and Cu2+ could react with chloride, carbonate, and

hydroxide ions to produce dissolved copper chloride, copper carbonate and copper hydroxide

complex. Homogeneous reactions were removed from the model when associated product

concentrations were smaller than concentration of one molecule in the droplet, which could be

expressed as

cm,d =
1

NAVd
(3-27)

where NA = 6.02214×1023 mol−1 is the Avogadro’s number, and Vd = 8.38×10−4 cm3 is the

volume of the droplet. Species involving copper chloride complex in the current model are

CuCl−2
3 , CuCl+ and CuCl2. Associated reactions could be expressed as

CuCl−2 +Cl− ⇄ CuCl2−3 (3-28)

Cu2++Cl− ⇄ CuCl+ (3-29)
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and

CuCl++Cl− ⇄ CuCl2 (3-30)

As shown by Yuan et al. [139], dissolved CuCl−2 and CuCl2−3 could react with O2 to produce

hydrogen peroxide and superoxide species, and the associated reactions could be expressed as

CuCl−2 +O2 ⇄ O2−
2 +Cu2++2Cl−1 (3-31)

CuCl2−3 +O2 ⇄ O2−
2 +Cu2++3Cl−1 (3-32)

CuCl−2 +O2 +2H+ → H2O2 +Cu2++2Cl−1 (3-33)

and

CuCl2−3 +O2 +2H+ → H2O2 +Cu2++3Cl−1 (3-34)

Reaction rates for reactions (3-31), (3-32), (3-33) and (3-34) could be expressed as

RCuCl−2 ,O
2−
2

= kf,CuCl−2 ,O
2−
2

cCuCl−2
cO2 − kb,CuCl−2 ,O

2−
2

cO2−
2

cCu2+(cCl−)
2 (3-35)

RCuCl−2
3 ,O2−

2
= kf,CuCl−2

3 ,O2−
2

cCuCl−2
3

cO2 − kb,CuCl−2
3 ,O2−

2
cO2−

2
cCu2+(cCl−)

3 (3-36)

RCuCl−2 ,H2O2
= kf,CuCl−2 ,H2O2

cCuCl−2
cO2(cH+)2 (3-37)

and

RCuCl−2
3 ,H2O2

= kf,CuCl−2
3 ,H2O2

cCuCl2−3
cO2(cH+)2 (3-38)

Available CO2 in the repository air could be dissolved into the electrolyte where it could

transform to HCO−
3 and CO2−

3 . Corresponding reactions could be expressed as

HCO−
3 +H+ ⇄ CO2 +H2O (3-39)

and

CO2+
3 +H+ ⇄ HCO−

3 (3-40)
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Species involving copper carbonate complex in the current model are CuCO3 and CuHCO+
3 and

Associated reactions could be expressed as

Cu2++CO2−
3 ⇄ CuCO3 (3-41)

and

Cu2++HCO−
3 ⇄ CuHCO+

3 (3-42)

Species involving copper hydroxide complex in the current model are CuOH+, Cu(OH)2, and

Cu2(OH)2+
2 . Associated reactions could be expressed as

Cu2++H2O ⇄ CuOH++H+ (3-43)

CuOH++H2O ⇄ Cu(OH)2 +H+ (3-44)

and

Cu2++CuOH+H2O ⇄ Cu2(OH)2+
2 +H+ (3-45)

11 out of 17 homogeneous reactions from PHREEQC database were kept after the concentration

check over a 10-year simulation.

3.5 Governing Equations

Nonlinear partial differential equations were solved in the cylindrical coordinates and the

governing equation for the mass transfer within the droplet could be expressed as

∂ci

∂ t
=−∇ ·Ni +Ri (3-46)

where ci is species concentration, t is the elapsed time, Ni is the species flux, and Ri is the

homogeneous reaction rate. Species flux could be expressed as

Ni =−ziFuici∇Φ−Di∇ci (3-47)

where zi is the number of charge, F is the Faraday constant, Φ is the electrical potential, Di is the

diffusion coefficient, and ui is the mobility. The relation between mobility and diffusion
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coefficient was assumed to follow the Nernst-Einstein equation as

ui =
Di

RT
(3-48)

where R is the ideal gas constant and T is the temperature. The first term in Equation (3-47) is

migration and the second term is diffusion. The governing equation for conservation of charge

could be expressed as

∇ · i = 0 (3-49)

The current density is the result of motion of ionic species in the electrolyte, which could be

expressed as

i = F∑
i

ziNi (3-50)

Substitution of equation (3-47) into equation (3-50) yields

i =−F2
∇Φ∑

i
ziuici −F∑

i
ziDi∇ci (3-51)

Substitution of equation (3-51) into equation (3-49) yields

0 =−∇ · (κ∇Φ)−F∑
i

zi∇ · (Di∇ci) (3-52)

where κ is the electrolyte conductivity, which can be expressed as

κ = F2
∑

i
ziuici (3-53)

There are several reasons to account for the migration in the current model. The location of

anodic and cathodic regions is controlled by nonuniform concentrations in the droplet, and values

for potential applied on electrochemical reactions need to be obtained. As shown in Equation

(3-52), Laplace’s equation ∇2Φ = 0 is only valid for uniform concentration and conductivity. The

value of the total current on the electrode surface is defined using an integral equation, which

could be expressed as ∫ r

0
i2πrdr− a = 0 (3-54)
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where r is the radial coordinate and a is the constant used to control the value of the total current.

The open-circuit condition was chosen in the current model such that value of a is equal to zero.

Local electroneutrality was also applied, which could be expressed as

∑
i

zici = 0 (3-55)

The local corrosion rate for copper was defined to be

Rcorr,local =
dLcorr,local

t
=

iCu+MCu

nFρCu
(3-56)

where Lcorr,local is the local corrosion depth, MCu is the molecular weight of Copper, and ρCu is

the density of copper.

3.6 Boundary Conditions

The boundary conditions used to solve the set of non-linear governing equations are

presented in this section. At the top of droplet labelled as ΓREF in Figure 3-1, which is the furthest

location from the copper metal surface, the reference potential Φref was defined. Under the

assumption that the copper plating reaction shown in reaction (3-1) and the cuprous ion oxidation

shown in reaction (3-4) reached the equilibrium conditions for longer elapsed time, the value of

Φref was calculated as

Φref|ΓREF = Φ
θ
ref +

RT
F

ln
(

< cCu2+ >

(< cCu+ >)2

)
(3-57)

where Φθ
ref is the standard cell potential between copper plating and cuprous ion oxidation, and

< cCu+ > and < cCu2+ > are average concentrations. The droplet was assumed to be initially air

saturated, and concentrations for gaseous species O2, CO2, and H2 in the droplet were assumed to

be in equilibrium with concentrations in the repository air. The value of initial concentration for

gaseous species could be calculated using Henry’s law, i.e.,

cO2(t = 0s) = Hi pyi (3-58)

where Hi is Henry’s law constant, p is the pressure in the air and yi is species fraction in the air.

Available O2 was assumed to follow an exponential decay in the repository air as described by
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Scott et al. [140], and the time-dependent concentration for O2 at the droplet boundary labeled as

ΓDB could be expressed as

cO2 |ΓDB = cO2(t = 0s)exp
(−t

τO2

)
(3-59)

where τO2 is time constant associated with O2 decay. The time constant was expressed as

τO2 =
t0.1%

3ln(10)
(3-60)

where t0.1% is elapsed time associated with 0.1% O2 remaining in the repository. For CO2 and H2

concentration at the droplet boundary ΓDB, fixed concentration conditions were applied that could

be expressed as

cCO2|ΓDB = HCO2 pyCO2 (3-61)

and

cH2|ΓDB = HH2 pyH2 (3-62)

Zero fluxes were assumed for ionic species at the droplet boundary ΓDB that were shown as

Ni|ΓDB = 0 (3-63)

At the copper metal surface ΓWE, fluxes for reacting species in electrochemical reactions could be

expressed as

Ni|ΓWE =
−siiF,i

nF
(3-64)

where n is the number of electrons transfer in the electrochemical reactions and the total current

density on the copper metal surface ΓWE was the sum of each individual current density shown as

i|ΓWE =∑
i

iF,i (3-65)

Expressions of the current density for each electrochemical reactions are described in section 3.2.

3.7 Influence of CuCl and Cu2O Films on Current Density

With the presence of CuCl and Cu2O film on the copper metal surface, electrochemical

reactions were assumed to be slowed down. As Shown in Figure 3-3, four differen scenarios for
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surface coverage were considered. No films were formed on the copper metal surface initially and

surface coverage for both films were zero shown in Figure 3-3(a). CuCl film was found to be

developed first on the copper metal surface shown in Figure 3-3(b) such that 0 < γCuCl < 1 and

0 < γCu2O ≪ 0. Cu2O film was assumed to grow underneath CuCl film. The third scenario was

when γCuCl > 1 and 0 < γCu2O < 1 shown in Figure 3-3(c), and the last scenario was when surface

coverage for both films became larger than one such that γCuCl > 1 and γCu2O > 1. Coupled

switched reaction rate constant was used for each individual current density under different

scenarios and associated reaction rate constant could be adjusted shown as

ki =





((1− γCuCl)+ fCuClγCuCl)ki,bare 0 < γCuCl < 1 and 0 < γCu2O ≪ 1

( fCuCl(1− γCu2O)+ fCu2OγCu2O)ki,bare γCuCl > 1 and 0 < γCu2O < 1

fCu2Oki,bare γCuCl > 1 and γCu2O > 1

(3-66)

where fCuCl = 50% and fCu2O = 2% are reaction rate constant factors influenced by CuCl and

Cu2O films respectively.

3.8 Influence of CuCl Film on Surface Oxygen Concentration and Potential

As shown in Figure 3-4, potential and surface oxygen concentration were adjusted to

account for the presence of CuCl film. The Bruggeman equation [141] was used to calculate the

effective diffusion coefficient for oxygen.

DO2,eff = ε
1.5
CuClDO2 (3-67)

where εCuCl is the porosity of CuCl film. The current density for oxygen reduction (3-12) could

be expressed in terms of oxygen flux given as

iO2 =−nFDO2,eff
dcO2

dy

∣∣∣∣
y=0

(3-68)

where y is the axial coordinate. In the presence of a thin film on the metal surface, equation 3-68

could be expressed as[142]

iO2 =−nFDO2,eff
cO2(δCuCl)− cO2(0)

δCuCl
(3-69)
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Figure 3-3. Schematic representation of CuCl and Cu2O film developed on copper metal surface:
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where δCuCl is thickness of CuCl film. The current density for oxygen reduction could be

expressed using either kinetic expression or mass-transfer expression. Thus, the O2 concentration

on the metal surface could be obtained by setting equation (3-14) equal to equation (3-69).

cO2(0) =
cO2(δCuCl)

kO2δCuCl
nFDO2,eff

exp(−bO2(Φm −Φ0))+1
(3-70)

The influence factor of CuCl film on surface oxygen concentration was defined as

λ =
cO2(0)

cO2(δCuCl)
=

cO2(δCuCl)
kO2δCuCl
nFDO2,eff

exp(−bO2(Φm −Φ0))+1
(3-71)

The approach to account for the influence of CuCl film on potential was similar to that used by

Riemer et al. [143] in the cathodic protection model for long pipelines. Potential drop through

the CuCl thin film was assumed to follow the Ohm’s law given as

i =
Φ(δCuCl)−Φ0

ρ ′
CuClδCuCl

(3-72)

where ρ ′
CuCl is the resistivity of CuCl film that was given by

ρ
′
CuCl =

1
ε1.5κ

(3-73)

Thus, a relation between potential outside the diffuse part of the double layer and outside CuCl

film was given by

Φ0 = Φ(δCuCl)− iρ ′
CuClδCuCl (3-74)

As shown in equations (3-74) and (3-70), oxygen would decrease from outside CuCl film to metal

surface, but potential would either decrease or increase depending on the sign of total current

density. Instead of directly solving for Φ0 and cO2(0), Φ(δCuCl) and cO2(δCuCl) became

dependent variables. For example, current density for oxygen reduction shown in equation (3-14)

could be expressed as

iF,O2 =−kO2λcO2(δCuCl)exp(−bO2(Φm − (Φ(δCuCl)− iti−1ρ
′
CuClδCuCl)) (3-75)
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where iti−1 is the total current density in previous time step to avoid circular dependence issue.

3.9 Influence of Temperature on Model Parameters

A simplified 3-D finite element model was built by Guo [144] that accounted for the

thermal response on the Canadian used nuclear fuel container surface. The model was based on

previously developed models, but using modified near-filed boundary conditions. The

temperature on the container surface was calculated for a million years and the transient

temperature is shown in Figure 3-5. The initial temperature in DGR is 284 K, and it is expected to

increase to a peak value of 357 K in 45 years. The temperature on the container surface is then

expected to cool down to 284 K in one million years, which is the same as the initial temperature.

The transient temperature shown in Figure 3-5 was implemented as a uniform value through

the droplet for every time step using an interpolation function. The influence of temperature was

considered on several model parameters, including equilibrium constants and reaction rate

constants for homogeneous reactions, diffusion coefficients, rate constants and kinetic parameters

for electrochemical reactions, solubility product constants, and Henry’s law constants. The Van’t

Hoff equation [145] was used to account for the influence of temperature on homogeneous

reaction equilibrium constant, reaction rate constant for film formation, solubility product

constant and Henry’s law constant, as

Keq,i(T ) = Keq(T0)exp

(
−∆rHθ

i
R

(
1
T
− 1

T0

))
(3-76)

kf/b,i(T ) = Kf/b,i(T0)exp

(
−∆rHθ

i
R

(
1
T
− 1

T0

))
(3-77)

Ksp,i(T ) = Ksp(T0)exp

(
−∆rHθ

i
R

(
1
T
− 1

T0

))
(3-78)

and

Hi(T ) = Hi(T0)exp

(
−∆rHθ

i
R

(
1
T
− 1

T0

))
(3-79)

respectively, where ∆rHθ is that change of enthalpy and T0 = 298.15K is the room temperature.

An analytic expression suggested by PHREEQC [136, 137, 138] was also used to account for the
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Figure 3-5. Temperature on the container surface in Canadian DGR.

influence of temperature on homogeneous reaction equilibrium constant, which was given by

log10 Keq(T ) = A1 +A2T +
A3

T
+A4 log10 T +

A5

T 2 (3-80)

where A1, A2, A3, A4 and A5 are analytic constants. For the dilute solutions, diffusion coefficients

could be expressed as a function of temperature using the Stokes-Einstein equation [146] given as

Di(T ) =
kBT

6πνs(T )ri
(3-81)

where kB is the Boltzman constant, ri is the dynamic solvent viscosity, and ri is the radius of

diffusing particle. Water is the solvent in the current model, and the temperature-dependent

viscosity of water could be expressed using Vogel–Fulcher–Tammann equation [147, 148, 149] as

νH2O(T ) = A×10
B

T−C (3-82)
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where A = 2.414×10−5Pa.s, B = 247.8K and C = 140.0K are constants. The expression to

account for influence of temperature on diffusion coefficient was given by

Di(T ) =
BDi(T0)T

T0
10
(

1
T−C− 1

T0−C

)
(3-83)

As discussed by Bard and Faulkner [150], a relation close to Arrhenius equation could be used to

account for the influence of temperature on electrochemical reaction rate constant, which was

expressed as

ki(T ) = ki(T0)exp
(−E

R

(
1
T
− 1

T0

))
(3-84)

where E is the activation energy. As shown in equation (3-3), kinetic parameters for

electrochemical reactions were inverse linear to the temperature and the relation between two

temperatures for bi could be expressed as

bi(T ) =
bi(T0)T0

T
(3-85)

Values of parameters that were used to account for the influence of temperature will be given in

Chapter 4.
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CHAPTER 4
10-YEAR SIMULATION FOR COPPER CORROSION MODEL

In the current study, two extreme conditions were chosen such that oxygen concentration in

the repository air would reach 0.1% of initial oxygen concentration either in t0.1% = 5 years or

t0.1% = 5 weeks, corresponding to τO2 = 0.73 years or τO2 = 0.73 weeks in equation (3-60). As

shown in Figure 4-1, the oxygen concentration at the droplet boundary was plotted in right y-axis

as functions of elapsed time in Figure 4-1. The oxygen concentration decreased from 3.39×10−7

mol/cm3 with t0.1% = 5 years in 10 years. For smaller t0.1% = 5 weeks, the oxygen concentration

became smaller than concentration of one molecule in the droplet cm,d in 0.53 years. Temperature,

plotted on the left y-axis as functions of elapsed time increased from 284 K to 346 K in 10 years.

Parameters used in the simulations at room temperature T0 = 298.15 K are shown in Table 4-1,

and parameters used to account for the influence on model parameters are shown in Table 4-2.

4.1 Simulation Results

The model showed a 10-year time-dependent radial distribution of anodic and cathodic

current density, surface coverage of CuCl film and Cu2O film, and localized corrosion rates and

depths. It also showed a distribution of pH, potential, and concentrations of dissolved gaseous and

ionic species through the entire droplet. Temperature and oxygen concentration were shown to

have a strong contribution to the simulation results.

4.1.1 Current Density and Potential

The open-circuit condition was chosen in the current model. To confirm that this condition

was satisfied, ratios of maximum current in the individual current and the total current were

checked. Ratios of absolute value of maximum current and absolute value of total current are

presented in Figure 4-2(a) as a functions of elapsed time for both oxygen decay cases.

|itotal|/|imax| has a largest value of 3.5 ×10−4 and a smallest value of 9.8×10−15, which indicates

the open-circuit condition is satisfied at every time step. Ratios of absolute value of maximum

current and absolute value of total current |itotal|/|imax|, presented in Figure 4-2(b), follow a

pseudo log-normal distribution with a mean value of 3.5 ×10−6 for faster oxygen decay and a

mean value of 8.9 ×10−6 for slower oxygen decay.

76



Table 4-1. Parameters used in the simulations at T0 = 298.15K
Parameter Symbol Value Parameter Symbol Value
bCu+,a 19.5 V−1 kCu2+,c 0.1 A cm/mol
bCu+,c 19.5 V−1 kCuCl−2

[134] ⋆ 1.63×1010 A cm7/mol3

bCuCl−2 ,c
19.5 V−1 kH+,a [151] ⋆ 4.15×105 A cm/mol

bCu2+,a 19.5 V−1 kH+,c [151] ⋆ 3.28×1012 A cm4/mol2

bCu2+,c 19.5 V−1 kO2 [134] ⋆ 6.57 A cm/mol
bH+,a [151] 38.4 V−1 kHO−

2
1×10−4 A cm/mol

bH+,c [151] 24.2 V−1 kf,CuCl 10 cm3/ mol s
bO2 19.5 V−1 kf,CuCl−2

[134] 1×10−5 cm3/ mol s
bHO−

2
19.5 V−1 kb,CuCl−2

[134] 1370 s−1

DCl− [49] 2.03×10−5 cm2/s kf,Cu2O 1×10−6 cm3/ mol s
DCO2 [152] 2.02×10−5 cm2/s Ksp,CuCl [153] 1.72×10−1 mol2/cm6

DCO2−
3

[152] 8.10×10−6 cm2/s Ksp,Cu2O [154] 1.72×10−14

DCu+ 1.64×10−5 cm2/s kf,CuCl−2 ,O
2−
2

[139] 1.20×102 cm3/ mol s
DCu2+ [49] 7.33×10−6 cm2/s kb,CuCl−2 ,O

2−
2

[139] 1.83×1017 cm9/mol3 s
DCuCl−2

[155] 1.20×10−5 cm2/s kf,CuCl−2
3 ,O−2

2
[139] 4.40×102 cm3/ mol s

DCuCl2−3
[155] 1.19×10−5 cm2/s kb,CuCl−2

3 ,O−2
2

[139] 3.06×1018 cm12/mol4 s
DCuCl+ [156] 1.30×10−5 cm2/s kf,CuCl−2 ,H2O2

[139] 2.00×1032 cm9/mol3 s
DCuCl2 [156] 1.30×10−5 cm2/s kf,CuCl−2

3 ,H2O2
[139] 2.00×1032 cm12/mol4 s

DCuCO3 [157] 1.27×10−5 cm2/s Keq,CuCl−2
3

[137] 1.58×103 cm3/mol
DCuHCO+

3
[157] 1.27×10−5 cm2/s Keq,CuCl+ [137] 2.69×103 cm3/mol

DCuOH+ [157] 4.50×10−5 cm2/s Keq,CuCl2 [137] 2.57×102 cm3/mol
DCu(OH)2 [157] 4.50×10−5 cm2/s Keq,CO2 [137] 2.25×109 cm3/mol
DCu2(OH)2 [157] 4.50×10−5 cm2/s Keq,HCO−

3
[137] 2.13×1013 cm3/mol

DH+ [49] 9.31×10−5 cm2/s Keq,CuCO3 [137] 5.37×109 cm3/mol
DH2 [158] 5.11×10−5 cm2/s Keq,CuHCO+

3
[137] 5.01×105 cm3/mol

DHO−
2

[159] 2.30×10−5 cm2/s Keq,CuOH+ [137] 1×10−11 mol/cm3

DH2O2 [160] 2.00×10−5 cm2/s Keq,Cu(OH)2 [137] 2.09×10−12 mol/cm3

DHCO−
3

[152] 1.17×10−5 cm2/s Keq,Cu2(OH)2 [137] 4.38×10−3

DNa+ [49] 2.02×10−5 cm2/s Keq,H2O [137] 1×10−20 mol2/cm6

DO2 [161] 1.97×10−5 cm2/s yO2 0.21
DO2−

2
[162] 4.40×10−8 cm2/s yH2 5×10−7

DOH− [49] 5.26×10−8 cm2/s yCO2 4×10−4

HO2 [163] 1.22×10−6 mol/cm3 atm δm,CuCl 1 nm
HH2 [163] 7.90×10−7 mol/cm3 atm δm,Cu2O [164] 0.98 nm
HCO2 [163] 3.34×10−5 mol/cm3 atm ρCu 8.96 g/cm3

kCu+,a [151] ⋆ 1×10−7 A/cm2 ρCu2O 6 g/cm3

kCu+,c [151] ⋆ 1×10−7 A cm/mol ρCuCl 4.14 g/cm3

kCu2+,a 1×10−4 A cm/mol εCuCl 0.1
⋆ denotes values of parameters were adjusted from literature
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Table 4-2. Parameters used to account for the influence of temperature on model parameters

Activation energy Ei Value units change of enthalpy ∆rHθ
i Value Units

EkCu+,a
[165] 39.74 kJ/mol ∆rHθ

kf,CuCl
[137] -17.32 kJ/mol

EkCu+,c
[166] 40 kJ/mol ∆rHθ

Ksp,CuCl
[153] 57.65 kJ/mol

EkCu2+,a
[167] 40 kJ/mol ∆rHθ

kf,Cu2O
[134] 60 kJ/mol

EkCu2+,c
[167] 40 kJ/mol ∆rHθ

Ksp,Cu2O
[134] -20 kJ/mol

EkCuCl−2
[134] 45 kJ/mol ∆rHθ

kf,CuCl−2
[137] -1.75 kJ/mol

EkH2,a
[168] 20 kJ/mol ∆rHθ

kb,CuCl−2
[137] -1.75 kJ/mol

EkH2,c
[168] 20 kJ/mol ∆rHθ

Keq,CuCl+
[137] 36.2 kJ/mol

EkO2
[169] 20 kJ/mol ∆rHθ

Keq,CuCl2
[137] 7.99 kJ/mol

EkHO−
2

[169, 134] 40 kJ/mol ∆rHθ
HO2

[163] -14.13 kJ/mol

∆rHθ
HH2

[163] -4.41 kJ/mol

∆rHθ
HCO2

[163] -19.95 kJ/mol

Constants Ai

Equilibrium constant A1 A2 (K−1) A3 (K) A4 A5(K2)

Keq,CO2[137] 107.887 0.0325 -5151.790 -38.926 563714

Keq,HCO−
3

[137] 356.309 0.0609 -21834.370 -126.834 1684915

Keq,H2O[137] -283.971 -0.0507 13323.000 102.244 -1119669
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Figure 4-1. Temperature and oxygen concentration at the droplet boundary as functions of
elapsed time for 10-year simulation

The absolute value of current for each individual electrochemical reaction |iF,i| as functions

of elapsed time for slower oxygen decay with t0.1% = 5 years is shown in Figure 4-3(a) and |iF,i|

for system with faster oxygen decay with t0.1% = 5 weeks is shown in Figure 4-3(b). For t0.1% = 5

weeks, copper dissolution was the dominant anodic reaction and oxygen reduction reaction was

the dominant cathodic reaction in early elapsed times. At t = 1.54×10−4 years, both dominant

currents became slightly smaller because CuCl film was formed on the copper metal surface with

surface coverage γCuCl larger than one monolayer thickness. Then, the dominant current became

larger due to the elevation of temperature. At t = 0.12 years, the dominant currents became much

smaller due to the formation of Cu2O film with a surface coverage γCuCl larger than one

monolayer thickness. As oxygen was gradually consumed by electrochemical and homogeneous

reactions and oxygen supply from the repository air decays, HO−
2 reduction became the dominant

cathodic reaction to balance the copper dissolution at t = 2.67 years. In even longer elapsed time,

copper dissolution and HO−
2 reduction were the dominant reactions and associated currents
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Figure 4-2. Current accuracy check for two oxygen decays: a) Ratio of absolute value of
maximum current and absolute value of total current as functions of elapsed time and
b) Histograms of log(|itotal|/|imax|), where the solid line is Kernel Smooth distribution
curve.

80



gradually decreased in 10 years. For other reactions within 10 years, the current for Cu2+

reduction and CuCl−2 reduction initially increased to a peak and then decreased, but the current

for CuCl−2 reduction was much smaller compared to other currents. The current for the H2

reaction initially kept constant and then decreased to a smaller value in 10 years. For t0.1% = 5

weeks, the oxygen concentration decayed faster and the current for HO−
2 reduction starts to

balance the current for copper dissolution at an earlier elapsed time t = 0.09 years. As HO−
2 was

consumed in the droplet, Cu+ plating and Cu+ oxidation became dominant cathodic and anodic

reactions respectively at t = 4.43 years and associated currents tended to decrease in 10 years.

Other reactions behaved very similar as compared to reactions with t0.1% = 5 years. Some

currents showed discontinuity such as current for CuCl−2 reduction since any current smaller than

the total current was set to zero in Figure 4-3.

Average values of potential applied on electrochemical reactions are plotted as functions of

elapsed time in Figure 4-4 for two extreme conditions. Potential < Φm −Φ0 > became more

cathodic for both cases, in which the value of < Φm −Φ0 > changed from 0.08 V to -0.30 V for

t0.1% = 5 years and changed from 0.08 V to -0.13 V for t0.1% = 5 weeks in 10-year simulation. At

t = 1.54×10−4 years, a small potential jump was due to the formation of CuCl film with the

surface coverage larger than one monolayer thickness.

Absolute values of anodic and cathodic current for reversible electrochemical reactions

(3-1) (3-4) and (3-16) are plotted as functions of elapsed time shown in Figure 4-5. For t0.1% = 5

years, current for copper dissolution was much larger than current for copper plating for all the

time as shown in Figure 4-5(a), current for Cu+ oxidation was much larger than Cu2+ reduction

all the time as shown in Figure 4-5(b) and, current for H2 reduction was larger than current for H2

evolution as shown in Figure 4-5(c). For currents with t0.1% = 5 weeks presented in Figures

4-5(d), 4-5(e) and 4-5(f), it showed similar behavior compared to currents with t0.1% = 5 years in

early elapsed time, but anodic current and cathodic current became overlapped to each other as

elapsed time t approached 10 years.
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Figure 4-3. The absolute value of current as functions of elapsed time for each individual
electrochemical reaction: a) t0.1% = 5 years, b) t0.1% = 5 weeks
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Figure 4-4. Potentials applied on electrochemical reactions as functions of elapsed time for
t0.1% = 5 years and t0.1% = 5 weeks

83



10-9 10-7 10-5 10-3 10-1 101
10-22

10-20

10-18

10-16

10-14

10-12

10-10

10-8

 
 

(a)

10-9 10-7 10-5 10-3 10-1 101
10-22

10-20

10-18

10-16

10-14

10-12

10-10

10-8  
 

(b)

10-9 10-7 10-5 10-3 10-1 101
10-22

10-20

10-18

10-16

10-14

10-12

10-10

10-8

 
 

(c)

10-9 10-7 10-5 10-3 10-1 101
10-22

10-20

10-18

10-16

10-14

10-12

10-10

10-8

 
 

(d)

10-9 10-7 10-5 10-3 10-1 101
10-22

10-20

10-18

10-16

10-14

10-12

10-10

10-8  
 

(e)

10-9 10-7 10-5 10-3 10-1 101
10-22

10-20

10-18

10-16

10-14

10-12

10-10

10-8
 
 

(f)

Figure 4-5. The absolute value of anodic and cathodic current as functions of elapsed time for
reversible electrochemical reactions: a) reaction (3-1) with t0.1% = 5 years, b) reaction
(3-4) with t0.1% = 5 years, c) reaction (3-16) with t0.1% = 5 years, d) reaction (3-1)
with t0.1% = 5 weeks, and f) reaction (3-4) with t0.1% = 5 weeks, e) reaction (3-16)
with t0.1% = 5 weeks.
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Anodic and cathodic regions on the copper metal surface were not predefined, but were

calculated from locally non-uniform potentials and concentrations. The ratio of anodic current

density and absolute cathodic current density ia/|ic| is presented in Figure 4-6(a) as a function of

normalized radial position with elapsed times as a parameter for slower oxygen decay. A value

for ia/|ic| larger than 1 represents the anodic region, and ia/|ic| smaller than 1 represents the

cathodic region. To identify transient changes of anodic and current regions more easily, ia/|ic|

was plotted as functions of elapsed time at droplet center, periphery and at r/r0 = 0.9, as shown

in Figure 4-6(b). At the center of the droplet, a cathodic region is seen initially, then ia/|ic|

increased to a anodic region with a peak value of 1.003 at t = 4.4×10−6 years, ia/|ic| decreased

to a cathodic region with a peak value of 0.992 at t = 1.5×10−4 years, and ia/|ic| increased to

another anodic region with a peak value of 1.003 at t = 0.07 years. The periphery of the droplet

moved initially from an anodic region with a peak value of 1.05 to a cathodic region with a peak

value of 0.998 at 0.07 years. At t = 1.5×10−4 years, the sudden jump of the current ratio at the

droplet periphery was due to the surface coverage of CuCl film becoming larger than 1 monolayer

thickness. For a location between the center and periphery of r/r0 = 0.9, a cathodic region was

observed initially when an anodic current was seen at the periphery. At longer elapsed times,

ia/|ic| tended toward to a value close to 1 at t = 5 years, and it was hard to distinguish the

cathodic and anodic regions on the copper metal surface. For faster oxygen decay, the radial

distribution of ia/|ic| is shown in Figure 4-7(a), and ia/|ic| is shown in Figure 4-7(b) for the

droplet boundary, periphery and r/r0 = 0.9. Transitions of current density were similar compared

to slower oxygen decay, but ia/|ic| became close to 1 at t = 0.19 years.

The radial distribution of total current density for slower oxygen decay is shown in Figure

4-8 with elapsed time as a parameter. For t = 2.7×10−3 years in Figure 4-8(a), both droplet

center and periphery showed a anodic region with a maximum anodic current density of 5

nA/cm2, and locations in between showed an cathodic region with a maximum cathodic current

density of -0.2 nA/cm2. As shown in Figures 4-8(b) 4-8(c) and 4-8(d), the magnitude of current

density became smaller as elapsed time increased. Cathodic and anodic regions were more
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Figure 4-6. The ratio of anodic current density and absolute cathodic current density ia/|ic| for
slower oxygen decay: a) ia/|ic| as a function of normalized radial position with
elapsed time as a parameter and b) ia/|ic| as functions of elapsed time at droplet
center, droplet periphery and location at r/r0=0.9
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Figure 4-7. The ratio of anodic current density and absolute cathodic current density ia/|ic| for
faster oxygen decay: a) ia/|ic| as a function of normalized radial position with elapsed
time as a parameter and b)ia/|ic| as functions of elapsed time at droplet center, droplet
periphery and location at r/r0=0.9
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separable with anodic region near the droplet center and cathodic region near the droplet

periphery. The peak value of current density was on the order of 0.5 and -0.5 nA/cm2 at t = 0.08

years, 1 or -1.5 pA/cm2 at t = 3.5 years and 0.1 or -0.2 ± 1 pA/cm2 at t = 5.6 years. The radial

distribution of total current density for slower oxygen decay is shown in Figure 4-9. At

t = 2.7×10−3 years, both droplet center and periphery shows the anodic region with a maximum

anodic current density of 3.6 nA/cm2, and locations in between show the cathodic region with a

maximum cathodic current density of -0.2 nA/cm2. The current density for faster oxygen decay

decreased faster as compared to slower oxygen decay. The peak value for anodic and cathodic

current density was 0.4 or -0.7 nA/cm2 at t = 0.08 years, 1 or -1.5 pA/cm2 at t = 0.18 year and

0.1 or -0.2 pA/cm2 at t = 0.2 years.

4.1.2 Gaseous Concentrations and pH

Normalized average gaseous concentrations < ci > /ci(t = 0s) for O2, CO2 and H2 are

presented as functions of elapsed time for slower and faster oxygen decay in Figure 4-10. For

both oxygen decays, < ci > /ci(t = 0s) decreased from 1 to 0.22 for CO2 and from 1 to 0.72 for

H2 in the 10-year simulation. For O2, < cO2 > /cO2(t = 0s) decreased to 4 ×10−7 for slower

oxygen decay, and decreased to a value smaller than one molecule per droplet concentration for

faster oxygen concentration decay in 10 years. The decrease of gaseous concentrations was

primarily influenced by the concentration supply at the droplet boundary. Due to the elevation of

temperature, gaseous concentrations decreased as temperature increased, as shown in equation

(3-79). Gaseous concentrations could also be affected by associated reaction, but the effect was

relatively minimal as compared to the temperature influence since mass-transfer-limited behavior

was not seen.

Water dissociation was included in the current model, and pH could be calculated using

concentration of hydrogen ions. The value of neutral pH was 7 for systems at room temperature,

and this value is strongly influenced by temperature. As shown in Figure 4-11, neutral pH

decreased from 7.3 to 6.4 as temperature increased from 283 K to 346 K in the 10-year

simulation. For slower oxygen decay in 10 years, the pH changed from the neutral condition with
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Figure 4-8. Total current density as a function of normalized radial position for slower oxygen
decay with different elapsed time: a) t = 2.7×10−3 years ,b) t = 0.08 year, c) t = 3.5
years and d) t = 5.6 years
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Figure 4-9. Total current density as a function of normalized radial position for faster oxygen
decay with different elapsed time: a) t = 2.7×10−3 years, b) t = 0.08 years, c) t =
0.18 years and d) t = 0.2 years
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Figure 4-10. Normalized average gaseous concentrations as functions of elapsed time: a) slower
oxygen decay with t0.1% = 5 years and b) faster oxygen decay with t0.1% = 5 weeks.
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a value of 7.25 to a more alkaline condition with a value of 10.3, and it tended to increase in even

longer elapsed time. For faster oxygen decay, the pH changed initially from the neutral condition

with a value of 7.25 to a more alkaline condition with a peak value of 10.1 at t = 3.56 years. The

pH then tended to decrease at t = 10 years.

4.1.3 Influence of CuCl and Cu2O Films

Growth of nm-scale films was considered in the current model. Average surface coverages

for films as functions of elapsed time are shown in Figure 4-12. For the average surface coverage

of CuCl film < γCuCl > shown in Figure 4-12(a), two curves were overlapped for slower and

faster oxygen decay, indicating that growth of CuCl film is barely influenced by temperature or

oxygen. The surface coverage γCuCl became larger than 1 monolayer thickness at t = 1.84×10−4

years and reached a plateau of 64 monolayer thickness in 10 years. For growth of Cu2O film

shown in Figure 4-12(b), the average surface coverage of Cu2O film < γCu2O > became larger

than 1 monolayer thickness at t = 0.36 years for faster oxygen decay with t0.1% = 5 weeks and

became larger than 1 monolayer thickness at t = 0.13 years for slower oxygen decay with

t0.1% = 5 years. Average surface coverage of Cu2O film < γCu2O > increased to 1,593 monolayer

thickness for slower oxygen decay and increased to 164 monolayer thickness for faster oxygen

decay. Oxygen was shown to play an important role in accelerating the growth of Cu2O film and

increasing the surface coverage for Cu2O film.

Radial distributions of the CuCl surface coverage at four elapsed times for both oxygen

decays are shown in Figure 4-13. Four associated elapsed times were chosen when γCuCl reached

around 1, 10, 31, and 64 monolayer thickness. Figure 4-13(a) is the summary of γCuCl for four

elapsed times, and Figures 4-13(b), 4-13(c), 4-13(d) and 4-13(e) are γCuCl at each selected elapsed

time. The surface coverage γCuCl was almost uniform on the copper metal surface with a slightly

larger monolayer thickness at the droplet periphery and with a smaller monolayer thickness at the

droplet center. For systems with faster oxygen decay, γCuCl followed a similar shape and had a

smaller value as compared to systems with slower oxygen decay.
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Figure 4-11. The average value of pH in the droplet as functions of elapsed time

Radial distributions of surface coverage for the Cu2O film γCu2O are shown in Figure 4-14

for slower oxygen decay and are shown in Figure 4-15 for faster oxygen decay. Four elapsed

times were chosen when γCu2O was around 1, 10, 100, and 1,717 monolayer thickness for slower

oxygen decay, and four elapsed time were chosen when γCu2O was around 1, 10, 100, and 172

monolayer thickness for faster oxygen decay. Figures 4-14(a) and 4-15(a) shows the summary of

γCu2O for four selected elapsed time. The surface coverage γCu2O is presented in Figures 4-14(b),

4-14(c),4-14(d), and 4-14(e) for selected elapsed times. The radial distribution of γCu2O was also

relatively uniform with a slightly larger monolayer thickness near the droplet periphery and with a

smaller monolayer thickness near the droplet center. After an elapsed time of 10 years, the

maximum deviation of the coverage by Cu2O was 1.5×10−5% of the maximum value of the

surface coverage for slower oxygen decay and 2.3×10−6% for faster oxygen decay.

Potentials and oxygen concentration were adjusted to account for the presence of CuCl film

that was treated as a thin diffusion barrier. Ratios of oxygen concentration on the electrode
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Figure 4-12. The average surface coverage as functions of elapsed time for CuCl and Cu2O films:
a) γCuCl, and b) γCu2O
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Figure 4-13. Radial distributions of CuCl surface coverage at different elapsed time: a)Summary
of four elapsed times, b) t = 1.84×10−4 years c) t = 1.07×10−3 years d)
t = 3.22×10−3 years e) 10 years
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Figure 4-14. Radial distributions of Cu2O surface coverage at different elapsed time for slower
oxygen decay: a)Summary of four elapsed times, b) t= 0.12 years c) t=0.36 years d)
t=1.34 years and e) 10 years
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Figure 4-15. Radial distributions of Cu2O surface coverage at different elapsed time for faster
oxygen decay: a)Summary of four elapsed times, b) t= 0.35 years c) t=1.34 years d)
t=5.92 years and e) 10 years
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surface and outside the CuCl film λ = cO2(0)/cO2(CuCl) are presented in Figure 4-16 as

functions of elapsed time for r/r0=0, 0.5 and 1. Curves were overlapped for systems with the

same oxygen decay time constant, indicating that the influence of oxygen yielded a uniform film

thickness. In 10 years, λ decreased from 1 to 0.997 for slower oxygen decay, and it decreased

from 1 to 0.954 for faster oxygen decay. Systems with slower or faster oxygen decays had the

same surface coverage of CuCl film, and the smaller λ for slower oxygen decay was due to a

more cathodic potential that was applied on electrochemical reactions.

Ratios of potential outside the diffuse part of the double layer and outside the CuCl film

η = Φ0/Φ(CuCl) are presented as functions of elapsed time for r/r0=0, 0.5 and 1 in Figure 4-17.

The CuCl film had a relative higher influence on potentials near the droplet periphery, but values

of η were very close to 1 at all elapsed times for t0.1% = 5 years and 5 weeks. In 10 years, η

initially increased to a value slightly hight than 1 due to the growth of CuCl film and η went back

to 1 in longer elapsed time due to a huge decrease of total current density. Values of η smaller or

larger than 1 were determined by the sign of total current density.

4.1.4 Localized Corrosion Rates and Depth

Corrosion rates and corrosion depths were controlled by the copper dissolution current

density shown in equation (3-56). The spatially averaged instantaneous corrosion rates

< Rcorr,local > are presented in Figure 4-18(b) as functions of elapsed time. The initial average

local corrosion rate < Rcorr,local > was 6µm/year for both rates of oxygen decay and

< Rcorr,local > decreased to 3 µm/year at t = 1.84×10−4 years, corresponding to γCuCl > 1. For

slower oxygen decay with t0.1% = 5 years, < Rcorr,local > slightly increased to 4 µm/year at

t = 0.07 years due to the elevation of temperature; then decreased to 0.2 µm/year at t = 0.13

years as γCu2O > 1 and decreased to 50 nm at 10 years. For faster oxygen decay with t0.1% = 5

weeks, < Rcorr,local > decreased to 0.14 nm/year as γCu2O > 1 and tended toward zero with a

value of 6.7×10−3 nm/year at 10 years. The average corrosion depth < Lcorr,local >, which is a

radially dependent accumulated value, is shown in Figure 4-18(b). After an elapsed time of 10

years, < Lcorr,local > reached a value of 2 µm for slower oxygen decay. For the faster oxygen
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Figure 4-16. Ratios of oxygen concentration on the electrode surface and outside the CuCl film as
functions of elapsed time for r/r0=0, 0.5 and 1 for slower oxygen decay and faster
oxygen decay.
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Figure 4-17. Ratios of potential outside the diffuse part of the double layer and outside the CuCl
film as functions of elapsed time for r/r0=0, 0.5 and 1: a) slower oxygen decay with
t0.1% = 5 years and b) faster oxygen decay with t0.1% = 5 weeks.

100



decay, < Lcorr,local > reached a plateau with a value of 0.2 µm, which showed that oxygen played

an important role in the corrosion of copper.

The radial distribution of local corrosion rate Rcorr,local for slower oxygen decay is shown in

Figure 4-19. Four elapsed times were chosen when Rcorr,local have different orders of magnitude

as shown in Figure 4-19(a). The radial distribution of local corrosion rate Rcorr,local is presented in

Figures 4-19(b), 4-19(c), 4-19(d) and 4-19(e) for each selected elapsed time such that

Rcorr,local = 5.10 µm/year at t = 1.42×10−4 years, Rcorr,local = 1.03 µm/year at t = 0.12 years,

Rcorr,local = 0.1 µm/year at t = 7.02 years, and Rcorr,local = 4.67 ×10−2 µm/year at t = 10 years.

For early elapsed times, a higher local corrosion rate is seen near the droplet center at

t = 1.42×10−4 years, but a higher corrosion rate near the droplet periphery at t = 0.12 years. For

longer elapsed times, the local corrosion rate was higher near the droplet periphery and was lower

near the droplet center. The radial distribution of local corrosion rate is shown in Figure 4-20 for

faster oxygen decay. Four elapsed times were chosen when Rcorr,local had different orders of

magnitude such that Rcorr,local = 1.0076 µm/year at t = 0.046 years, Rcorr,local = 5.19×10−2

µm/year at t = 0.33 years, Rcorr,local = 1.072×10−3 µm/year at t = 4.12 years, and Rcorr,local =

-5.221 ×10−8 µm/year at t = 10 years. The local corrosion rate was slightly higher near the

droplet periphery as compared to the droplet center for t = 0.046 years, t =0.33 years and t =4.12

years. Rcorr,local decreased to a much smaller value and became negative in 10 years, indicating

that copper plating reaction dominated and copper stopped corroding. The local corrosion rate

was almost uniform. The maximum deviation of the corrosion rate was 6.4×10−7% of the

maximum value of the corrosion rate for slower oxygen decay and 1.2×10−5% for faster oxygen

decay.

The radial distribution of local corrosion depth Lcorr,local for slower oxygen decay is shown

in Figure 4-21. Four elapsed times were chosen when Lcorr,local had different orders of magnitude

as shown in Figure 4-21(a). The radial distribution of local corrosion depth Lcorr,local is presented

in Figures from 4-21(b), 4-21(c), 4-21(d) and 4-21(e) for each selected elapsed time with

Lcorr,local = 10.01 nm at t = 2.91×10−3 years, Lcorr,local =0.103 µm at t = 0.026 years,
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Figure 4-18. Simulated Corrosion results for two oxygen decays: a) average corrosion rates as
functions of elapsed time and b) average corrosion depth as functions of elapsed
time.
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Figure 4-19. The radial distribution of local corrosion rate at different elapsed time for slower
oxygen decay: a) summary of four elapsed times, b) t = 1.42×10−4 years, c) t =
0.12 years, d) t = 7.02 years, and e) t = 10 years.
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Figure 4-20. The radial distribution of local corrosion rate at different elapsed time for faster
oxygen decay: a) summary of four elapsed times, b) t = 0.046 years, c) t=0.33 years,
d) t = 4.12 years, and d) t = 10 years.
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Lcorr,local = 1.001 µm at t = 3.37 years, and Lcorr,local = 1.623 µm at t = 10 years. For all four

elapsed times, a lager local corrosion depth was observed near the droplet center as compared to

that at the droplet periphery. The radial distribution of local corrosion depth is shown in Figure

4-22 for faster oxygen decay. Four elapsed times were chosen when Lcorr,local had different orders

of magnitude such that Lcorr,local = 1.000 nm at t = 1.84×10−4 years, Lcorr,local =10.1 nm at

t = 3.10×10−3 years, Lcorr,local = 0.1010µm at t = 0.026 years, and Lcorr,local = 0.225 µm at t =

10 years. The local corrosion depth was also slightly larger near the droplet center as compared to

droplet periphery. The depth of corrosion was almost uniform over the elapsed time simulated,

and the maximum deviation from the average corrosion depth was less than 0.0004% for slower

oxygen decay and less than 0.002% for faster oxygen decay in 10 years.

Average concentrations of cuprous and cupric ions are shown in Figure 4-23 as functions of

elapsed time for slower and faster oxygen decay cases. The initial condition for the model did not

include Cu+ or Cu2+ ions and they were generated by homogeneous and electrochemical

reactions. For systems with faster or slower oxygen decay, concentration cCu+ was larger than

cCu2+ over 10 years. Concentrations cCu+ and cCu2+ are larger in the system with faster oxygen

decay. The simulation results from PHREEQC software for the system starting with 0.01 M NaCl

solutions and 2.52 ×10−4 M oxygen showed that equilibrium values of concentrations for Cu+

and Cu2+ were very close.[137] However, there are several reasons that could cause the

discrepancy of Cu+ and Cu2+ concentrations from two simulation results.

1. The current model considered more electrochemical reactions and homogeneous reactions

involving Cu+ and Cu2+, such as reactions discussed in sections 3.2 and 3.3.

2. Simulation conditions in PHREEQC were at room temperature and pH is 7. In the current

program, temperature changed as a function of time and pH was determined by H+

concentrations.
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Figure 4-21. The radial distribution of local corrosion depth at different elapsed time for slower
oxygen decay: a) summary of four elapsed times, b) t = 2.91×10−3 years, c) t =
0.026 years, d) t =3.37 years, and e) t = 10 years.
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Figure 4-22. The radial distribution of local corrosion depth at different elapsed time for faster
oxygen decay: a) summary of four elapsed times, b) t = 1.84×10−4 years, c)
t = 3.10×10−3 years, d) t = 0.026 years and e) t = 10 years.
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3. Simulations results from PHREEQC was under assumption that system has reached the

equilibrium state, but the current program has not reached the equilibrium conditions in 10

years.

Each of above explanations may apply for the present system.

4.2 Comparison of Results between System with Constant Temperature and Transient
Temperature

Simulation results were compared between systems having constant temperature and

transient temperature in this section and elevated temperature was shown to play an important

role on copper corrosion. The temperature was held at 284K for the constant temperature

simulations, which is the initial temperature in the DGR environment. The temperature changed

from 284K to 346K in 10 years’ simulation with transient temperature.

4.2.1 Oxygen concentration and pH

The normalized average oxygen concentration is presented in Figure 4-24 as functions of

elapsed time for calculations with constant temperature and transient temperature. In Figure 4-24,

concentrations smaller than one molecule per droplet were set to zero. For slower oxygen decay,

presented in Figure 4-24(a), the oxygen concentration deviated from its initial concentration faster

with transient temperature, but there was more oxygen left in the droplet with constant

temperature in 10 years. For faster oxygen decay, presented in Figure 4-24(b), the oxygen

concentration deviated from its initial concentration slightly faster with transient temperature, and

it decreased to zero at the same elapsed time t = 0.53 years.

The average pH is presented in Figure 4-25 as functions of elapsed time for systems with

constant temperature and transient temperature. For slower oxygen decay with constant

temperature, presented in Figure 4-25(a), < pH > became alkaline more slowly and tended to

increase with a smaller slope after 10 years as compared to the system with transient temperature.

The average droplet < pH > was 10.25 for transient temperature and 10.04 for constant

temperature at the elapsed time t = 10 years. For faster oxygen decay with constant temperature,

the average pH became alkaline more slowly and reached a plateau of 8.9 at an elapsed time t =
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Figure 4-23. Average concentrations of Cu+ and Cu2+ as functions of elapsed time for slower
oxygen decay and faster oxygen decay.

2.6 years. For faster oxygen decay with transient temperature, presented in Figure 4-25(b), the

average pH increased more rapidly and reached a peak value of 10.06 at elapsed time t= 4.5 years.

Then the average pH decreased to 10.0 at an elapsed time t= 10 years.

4.2.2 Surface Coverage for Films

The average surface coverage of CuCl film presented in Figures 4-26 as functions of

elapsed time for systems with constant temperature and transient temperature. For both oxygen

decay cases, the average coverage < γCuCl > increased to 63.9 monolayer thickness with transient

and constant temperature. All curves overlapped, showing that temperature did not have an

influence on the growth of CuCl film. The formation and dissolution of CuCl film are dynamic

processes, and both processes are influenced by temperature such that the film thickness is

unaffected by temperature excursions.

The average surface coverage for Cu2O film is presented in Figures 4-27 as functions of

elapsed time for systems with constant temperature and transient temperature. For slower oxygen
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Figure 4-24. Comparison of normalized average oxygen concentrations as functions of elapsed
time between systems with constant temperature and transient temperature: a) slower
oxygen decay with t0.1% = 5 years and b) faster oxygen decay with t0.1% = 5 weeks.
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Figure 4-25. Comparison of the average pH as functions of elapsed time between systems with
constant temperature and transient temperature: a) slower oxygen decay with
t0.1% = 5 years and b) faster oxygen decay with t0.1% = 5 weeks.
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decay, presented in Figure 4-26(a), the average surface coverage < γCu2O > with transient and

constant temperature followed the same trend at early elapsed time, but a discrepancy was

observed as elapsed time increased. The average surface coverage for Cu2O film increased to

1,647 monolayer thickness for transient temperature and increased to 66.6 monolayer thickness

for constant temperature at the elapsed time t = 10 years. γCu2O tended to increase to larger values

for both temperature cases at t = 10 years. For faster oxygen decay presented in Figure 4-26(b),

< γCu2O > increased to 165.5 monolayer thickness for transient temperature and increased to 3.1

monolayer thickness for constant temperature at elapsed time t = 10 years.

4.2.3 Local Corrosion Rate and Depth

The average local corrosion rates are presented in Figure 4-28 as functions of elapsed time

for systems with constant temperature and transient temperature. For slower oxygen decay,

presented in Figure 4-28(a), systems with both temperature have the same initial average local

corrosion rate of 6.2 µm/year. The average corrosion rate < Rcorr,local > reached a second peak

value of 4.8 µm/year for the transient temperature calculations due to the elevation of

temperature; whereas, < Rcorr,local > continued to decrease from the initial value to a smaller

value for the constant temperature case. In 10 years, < Rcorr,local > was 0.05 µm/year for transient

temperature and < Rcorr,local > was 8.8 nm/year for constant temperature. For faster oxygen

decay, presented in Figure 4-28(b), < Rcorr,local > decreased to 6.66 ×10−6 µm/year for transient

temperature, and it decreased to 4.6 ×10−6 µm/year for constant temperature in 10 years.

The average local corrosion depth is presented in Figure 4-29 as functions of elapsed time

for systems with constant temperature and transient temperature. For slower oxygen decay,

presented in Figure 4-29(a), < Lcorr,local > increased to 1.59 µm for transient temperature in 10

years, and it increased to 0.85 µm for constant temperature. The average local corrosion depth

< Lcorr,local > tended to increase for both temperature cases, but with a much larger slope for

transient temperature. For faster oxygen decay presented in Figure 4-29(b), < Lcorr,local > reached

a plateau of 0.22 µm for transient temperature and a plateau of 0.16 µm for constant temperature.
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Figure 4-26. Comparison of the average surface coverage for CuCl film as functions of elapsed
time between systems with constant temperature and transient temperature: a) slower
oxygen decay with t0.1% = 5 years and b) faster oxygen decay with t0.1% = 5 weeks.
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Figure 4-27. Comparison of the average surface coverage for Cu2O film as functions of elapsed
time for systems with constant temperature and transient temperature: a) slower
oxygen decay with t0.1% = 5 years and b) faster oxygen decay with t0.1% = 5 weeks.
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Figure 4-28. Comparison of average local corrosion rates as functions of elapsed time between
systems with constant temperature and transient temperature: a) slower oxygen
decay with t0.1% = 5 years and b) faster oxygen decay with t0.1% = 5 weeks.

115



10-9 10-7 10-5 10-3 10-1 101
10-8

10-6

10-4

10-2

100

 Transient Temperature (284K~346K)
 Constant Temperature (284K)

(a)

10-9 10-7 10-5 10-3 10-1 101
10-8

10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

 Transient Temperature (284K~346K)
 Constant Temperature (284K)

(b)

Figure 4-29. Comparison of the average local corrosion depth as functions of elapsed time
between systems with constant temperature and transient temperature: a) slower
oxygen decay with t0.1% = 5 years and b) faster oxygen decay with t0.1% = 5 weeks.
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CHAPTER 5
IMPEDANCE MEASUREMENTS ON QLED DEVICES

Impedance measurements were performed on red and green QLED devices under current

densities chosen to yield specified luminescence.* A circuit model was developed for the

observed high-frequency loop in terms of the thickness, dielectric constant, and resistivity

distribution of the hole-injection layer. dielectric constant and resistivity were extracted with a

known layer thickness obtained from Scanning Electron Microscopy (SEM) analysis. Impedance

measurements performed on hole-transport only devices were used to verify the interpretation of

the high-frequency capacitive loop in terms of the properties of the hole-injection layer.

5.1 Methods

The red and green QLED devices were measured at different current density conditions

chosen to yield specified luminescence. An interpretation model was developed to fit the

impedance data. QLED devices in the present work were synthesized by NanoPhotonica Inc.

5.1.1 Materials

A schematic structure representation of the QLED devices is shown in Figure 5-1. The top

aluminum layer is the cathode and the bottom indium tin oxide (ITO) layer is the anode, adjacent

to a transparent substrate made of glass. After applying the potential, electrons are injected from

the cathode and holes are injected from the anode through the hole-injection layer (HIL). The

carriers move through the electron-transport layer (ETL) made of zinc oxide (ZnO), and hole

transport layer (HTL), respectively. The quantum-dot emitting layer (EL) was made of

cadmium-based core/shell-type colloidal quantum dots dispersed in octane. The EL is

sandwiched between the ETL and HTL, where electrons and holes recombine to produce photons,

and light is emitted from the EL through the transparent substrate. The emission wavelength was

633 nm with a full width at half maximum (FWHM) equal to 27 nm for the red quantum dots, and

was 535 nm with a FWHM of 30 nm for the green quantum dots. The chemical compositions of

the HIL and HTL are given in the caption of Figure 5-1.

*The work presented in the chapter is reprinted with permission from C. You, A. Titov, B. H. Kim, and M. E.
Orazem, “Impedance Measurements on QLED Devices: Analysis of High-Frequency Loop in Terms of Material
Properties,” invited paper, Journal of Solid State Electrochemistry, 24 (2020), 3083-3090.[130]
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Figure 5-1. Schematic representation of a QLED device. The hole injection layer is poly
(3,4-ethylenedioxythiophene) polystyrene sulfonate (PEDOT:PSS); the hole transport
layer (HTL) is poly (9,9-dioctylfluorene-alt-N-(4-sec-butylphenyl)-diphenylamine)
(TFB), and the electron-transport layer (ETL) is zinc oxide (ZnO). (Taken from You
et al. [130])

The high-frequency loop was interpreted to be associated with the property of the

hole-injection layer, and the low-frequency loop was associated with the slow degradation

processes occurring during the device operation. Hole-transport-layer-only devices were

fabricated to verify that the high-frequency loop of the impedance spectra could be associated

with the property of the hole-injection layer. The electron-transport layer in red QLED devices

shown in Figure 5-1 was replaced by a hole-transport layer made of

N,N’-Di(1-naphthyl)-N,N’-diphenyl-(1,1’-biphenyl)-4,4’-diamine or (NPB).

5.1.2 Electrochemical Measurements

EIS measurements were performed on the red and green QLED devices using a Gamry Ref

3000 potentiostat at current densities chosen to yield different values of luminescence. The

QLED device used had four duplicate sites patterned on four corners of a square, each with a

nominal surface area of 0.04 cm2. During the measurement, the device was fixed on a holder

designed and 3-D printed by NanoPhotonica, and one of the sites was placed in contact with pin

needles to ensure good electrical contact. A two-electrode setup was used in all the
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measurements. The frequency range was from 1 MHz to 20 mHz for the red QLED devices, and

from 100 kHz to 20 mHz for the green QLED devices. A sinusoidal perturbation of 10 mV was

applied. Potentials were measured with reference to the open-circuit potential. The experimental

device was placed inside a copper-wire-mesh Faraday cage to prevent interference caused by

external fields. The stability and causality of the impedance response was checked through the

Kramers–Kronig relations by using the measurement model,[1, 3] and the linearity was checked

by monitoring the Lissajous plots.[170, 171]

5.1.3 Film Thickness

The film thickness was measured by use of a scanning electron microscope (SEM). Samples

were prepared in cross-section by focused-ion beam.

5.1.4 Equivalent Circuit Model

The equivalent circuit model shown in Figure 5-2 was developed to fit the impedance data

of the QLED devices. The corresponding impedance could be expressed as

Z = Re +
RH

1+(jω)αHRHQH
+

RL

1+(jω)αLRLQL
(5-1)

where Re is the ohmic resistance, αH and αL the CPE exponents for the high-frequency and

low-frequency loops, respectively, QH and QL are CPE coefficients for the high-frequency and

low-frequency loops, respectively, RH is the resistance associated with the high-frequency loop,

and RL is the resistance associated with the low-frequency loop. Complex non-linear regression

was performed in Origin 2019® using Levenberg-Marquardt algorithm to extract the fitting

parameters. Preliminary experiments suggested that the high-frequency loop was the property of

Kinetic parameter

Re

QH

RH

QG

ZG

Re

Cdl

Rt

Re

Rt

Q

Figure 5-2. Equivalent circuit model for the QLED device. (Taken from You et al. [130])
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the hole-injection layer, and the low-frequency loop could be associated with the kinetic

degradation processes during the operation.

5.2 Experiment Results

A calibration curve of the red QLED devices is shown in Figure 5-3. As the applied

potential increased, the current density and luminescence exponentially increased. The EIS

measurements were performed for luminescence equal to 100 cd/m2, 200 cd/m2, 300 cd/m2, 400

cd/m2, and 500 cd/m2. The Nyquist plots of the red and green QLED devices with the

luminescence as a parameter are shown in Figures 5-4(a) and 5-4(b), respectively. The impedance

data were checked by the measurement model,[1, 2, 3] and data inconsistent with the

Kramers–Kronig relations were deleted.[49] Two depressed capacitive loops were observed for

both red and green QLED devices. The characteristic frequency of the high-frequency loop

increased for increased luminescence; whereas, the characteristic frequency decreased for the

low-frequency loop. The sizes of the two loops decreased when increasing the luminescence.

Regression was performed to fit the equivalent circuit model shown in Figure 5-2 to the

experimental data. As shown in Figures 5-4(a) and 5-4(b), the model provided an excellent fit to

the experimental data. Regressed parameters for each luminescence condition are shown in Table

5-1, and all the regressed parameters were found to be statistically significant. For the red QLED

devices, αH ranged from 0.97 to 0.98 for the high-frequency loop, and αL ranged from 0.49 to

0.51 for the low-frequency loop. For green QLED devices, αH ranged from 0.96 to 0.97 for the

high-frequency loop, and αL ranged from 0.46 to 0.54 for the low-frequency loop. The

normalized Nyquist plots by Re and RH are shown in Figures 5-4(c) and 5-4(d). The superposed

impedance spectra suggest that the chemistry and physics are the same under each luminescence

condition.

The impedance response of hole-transport-only devices, shown in Figure 5-5, showed a

depressed capacitive loop at high frequency and a little tail at low frequency. The high-frequency

loop was fitted by an equivalent circuit model including an ohmic resistance in series with a
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Figure 5-3. Calibration curve of red QLED devices: Current density and luminescence were
plotted as a function of the potential. (Taken from You et al. [130])
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Figure 5-4. Regression of the equivalent circuit model shown in Figure 5-2 to the impedance data
with the luminescence as a parameter: a) red and b) green. Normalized Nyquist plot
of the QLED devices with the luminescence as a parameter: c) red and d) green.
(Taken from You et al. [130])
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Table 5-1. Parameters from regression of the equivalent circuit model to the experimental
impedance data for red and green QLED devices.

red QLED devices

L1 Re QH αH RH QL αL RL

(cd/m2) (Ωcm2) (µF/s(1−α)cm2) (Ωcm2) (mF/s(1−α)cm2) (Ωcm2)

100 2.575 ± 0.012 0.07383 ± 0.00078 0.977 ± 0.001 122.75 ± 0.17 5.88 ± 0.19 0.490 ± 0.009 34.78 ± 0.51

200 2.588 ± 0.009 0.07933 ± 0.00074 0.973 ± 0.001 74.34 ± 0.07 9.42 ± 0.19 0.498 ± 0.006 21.19 ± 0.16

300 2.521 ± 0.007 0.08073 ± 0.00068 0.972 ± 0.001 53.80 ± 0.04 12.26 ± 0.21 0.514 ± 0.004 14.93 ± 0.08

400 2.507 ± 0.009 0.08490 ± 0.00088 0.969 ± 0.001 43.37 ± 0.03 16.60 ± 0.30 0.510 ± 0.005 12.14 ± 0.08

500 2.508 ± 0.009 0.08731 ± 0.00103 0.967 ± 0.001 36.71 ± 0.03 19.71 ± 0.38 0.512 ± 0.005 10.36 ± 0.07

green QLED devices

L Re QH αH RH QL αL RL

(cd/m2) (Ωcm2) (µF/s(1−α)cm2) (Ωcm2) (mF/s(1−α)cm2) (Ωcm2)

100 3.005 ± 0.119 0.09977 ± 0.00013 0.963 ± 0.001 428.27 ± 1.16 3.68 ± 0.26 0.458 ± 0.026 43.24 ± 2.00

200 3.137 ± 0.054 0.1001 ± 0.0008 0.962 ± 0.001 286.52 ± 0.31 6.29 ± 0.23 0.479 ± 0.012 30.31 ± 0.57

300 2.029 ± 0.046 0.09025 ± 0.00061 0.970 ± 0.001 237.64 ± 0.19 6.52 ± 0.17 0.491 ± 0.008 28.91 ± 0.35

400 3.415 ± 0.038 0.09391 ± 0.00053 0.966 ± 0.001 189.99 ± 0.11 8.36 ± 0.17 0.528 ± 0.006 21.77 ± 0.18

500 3.518 ± 0.037 0.09372 ± 0.00065 0.967 ± 0.001 160.54 ± 0.10 10.17 ± 0.25 0.539 ± 0.008 18.19 ± 0.18

1L is the luminescence.

0 100 200 300

0

50

100  experimental data
 fit20 kHz

Figure 5-5. Regression of the equivalent circuit model to the high-frequency experimental
impedance data for hole-transport only device. (Taken from You et al. [130])

123



parallel combination of a CPE and a resistance. As shown in Figure 5-5, the fitted curve was in

good agreement with the experimental data with CPE exponent α equal to 0.96.

5.3 Regression Analysis

The CPE parameters obtained from regression of equation (5-1) are related to the device

properties such as layer thickness and capacitance, but extraction of physical parameters requires

a more refined analysis. Hirschorn et al. [42, 43] found that a CPE behavior can be related to a

power-law distribution of resistivity within a film. The power-law model analysis is combined in

the present work with ex-situ measurement of film thickness and estimation of capacitance by use

of the measurement model[47] to identity the properties of the hole-injection layer.

The thickness of hole-injection layer was measured by SEM to be 71.3 nm. Values for

capacitance Ceff,M, dielectric constant ε , and ρδ obtained using equations (2-19) and (2-25) are

shown in Table 5-2. The standard deviation of ρδ and ε were obtained by 5000 Monte Carlo

simulations under the assumption that the standard deviation of layer thickness was 10% of the

measured value and the error was normally distributed. The capacitance obtained by the

Table 5-2. The value of Ceff,M, ε , and ρδ using equations (2-19) and (2-25) for red and green
QLED devices.

red QLED devices green QLED devices
Luminescence Ceff,M

ε
log(ρδ ) Ceff,M

ε
log(ρδ )

(cd/m2) (µF/cm2) (log(Ωcm)) (µF/cm2) (log(Ωcm))
100 0.0518±0.0058 4.17±0.89 5.80±1.57 0.0608±0.0057 4.89±0.96 6.53±0.86
200 0.0520±0.0038 4.19±0.73 5.56±0.71 0.0608±0.0052 4.90±0.92 6.68±0.67
300 0.0518±0.0061 4.27±0.92 5.57±1.39 0.0597±0.0035 4.81±0.77 6.68±0.49
400 0.0529±0.0018 4.26±0.57 5.77±0.06 0.0609±0.0038 4.90±0.80 6.63±0.56
500 0.0530±0.0015 4.26±0.55 5.74±0.04 0.0608±0.0027 4.90±0.71 6.74±0.26

Mean 0.0523±0.0006 4.23±0.05 5.69±0.11 0.0606±0.0005 4.88±0.04 6.65±0.08

measurement model approach can be compared to the value obtained by extrapolation of the

complex capacitance,

Cr + jCj =
1

jω(Z −Re)
(5-2)

A sample result is presented in Figure 5-6 for red and green QLED devices with luminescence

equal to 100 cd/m2. The capacitance of the film can be obtained from the high-frequency limit of
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Figure 5-6. Complex-capacitance plots using equation (5-2) for the QLED devices when
luminescence is equal to 100 cd/m2: a) red and b) green. (Taken from You et al.
[130])
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the real part of the capacitance. The asymptotic value of the real part of the capacitance shown in

Figure 5-6(a) is 0.0515 µF/cm2 for the red QLED devices, and the corresponding value obtained

by regression of the measurement model was 0.0518±0.0058 µF/cm2. The asymptotic value of

the real part of the capacitance shown in Figure 5-6(b) is 0.0613 µF/cm2 for the green QLED

devices, and the corresponding value obtained by regression of the measurement model was

0.0608±0.0057 µF/cm2. These results suggest that the measurement model approach of

estimating the effective capacitance is appropriate in the present system.

The mean value of capacitance for the red devices was 0.0523±0.0006 µF/cm2. The

calculated value of ε ranged from 4.17 to 4.27 for the red QLED devices. The mean value of

dielectric constant was 4.23±0.05. For the resistivity at y = δ , ρδ ranged from 0.365 MΩcm to

0.634 MΩcm under five different luminescence conditions. The mean value of ρδ was

0.488 MΩcm with a 95.4% confidence interval from 0.288 MΩcm to 0.825 MΩcm. For the green

QLED devices, the mean value of capacitance was 0.0606±0.00051 µF/cm2. The mean value of

ε was 4.880±0.039, and the mean value of ρδ was 4.604 MΩcm with the 95.4% confidence

interval from 3.125 MΩcm to 6.443 MΩcm.

The thickness of the hole-injection layer for the hole-transport-only device was measured to

be 50 nm, and the capacitance determined from the measurement model was

0.0297±0.0021 µF/cm2. The dielectric constant was ε = 4.06±0.68, and the resistivity ρδ at

y = δ was 0.294 MΩcm with a 95.4% confidence interval from 0.051 MΩcm to 1.549 MΩcm.

The value of ε obtained from the power-law model for hole-transport-only devices was in good

agreement with the value obtained from the red emitting devices and also agrees with the typical

range of dielectric constant for the organic material. The values of ρδ are on the same order of

magnitude as the red QLED devices, but smaller than the green QLED devices.

The uncertainty in ρδ is large because, as seen in equation (2-19),[46] the sensitivity to ρδ

is small when α is close to unity. A sample distribution of log(ρδ ) and ε were obtained by 5000

Monte Carlo simulations for red QLED and green QLED devices shown in Figure 5-7 with

luminescence equal to 200cd/m2. The results were compared with the hole-transport-only device.
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Figure 5-7. The distribution of log(ρδ ) and ε obtained by 5000 Monte Carlo simulations for red
QLED, green QLED and hole-transport-only devices. The luminescence was equal to
200cd/m2. The standard deviation of the layer thickness was assumed to be 10% of
the measured value and the errors were assumed normally distributed. : a) Histograms
of log(ρδ ) and b) Histograms of ε . (Taken from You et al. [130])
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The value of ρδ was found to follow a log-normally distribution shown in Figure 5-7(a) and the

overlapping part extended over two orders of magnitude. The value of ε was found to be normally

distributed shown in Figure 5-7(b) and the majority part of three Histograms were found to be

overlapped. Even though the results from Histograms of log(ρδ )and ε showed the uncertainty

with a large standard deviation, the standard deviation from regression analysis were pretty tight

supporting the argument that the high-frequency loop is associated with the properties of the

hole-injection layer.
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CHAPTER 6
APPLICATION OF KRAMERS-KRONIG RELATIONS TO MULTI-SINE IMPEDANCE

MEASUREMENTS

The issue of whether the Kramers–Kronig relations may be used to validate multi-sine

impedance data is not fully resolved. * Srinivasan et al. [105] state that the Kramers–Kronig

relations may be used to identify multi-sine data affected by potential drift. Sacci et al. [106] used

the Kramers–Kronig relations to validate dynamic electrochemical impedance spectroscopy data

that employs a multi-sine technique. The results presented by Macdonald [107] suggest that

multi-sine signals treated by fast Fourier and related transformations yield results that

automatically satisfy the Kramers–Kronig relations. The objective of this work is to use

experiments and numerical simulations to test for the compliance of the Kramers–Kronig

relations to the non-stationary behaviors utilizing single-sine and multi-sine excitation signals.

6.1 Experimental and Numerical Method

The approach taken in the present work included application of the Kramers–Kronig

relations to both experimental measurements and synthetic data.

6.1.1 Experimental Measurement of Non-Stationarity System

The MS-EIS measurements were performed on a Lithium Thionyl Chloride (Li/SOCl2)

primary D-size (13Ahr) battery using a Gamry Interface 1000E. The impedance results for such a

system is discussed elsewhere [73] in which galvanostatic impedance measurement under

discharge with a moderate direct current (DC) offset was shown to cause non-stationary behavior.

Both multi-sine and single-sine impedance measurements were obtained for the same system with

the same excitation amplitude and frequency range. The DC offset used for the measurement was

20mA with ±10mA alternating current (AC) excitation signal. The frequency range was between

100Hz to 25mHz. The elapsed time for the single-sine measurement was 1983 seconds, and the

elapsed time for the multi-sine measurement was 3403 seconds, which is 10 times the typical

multisine EIS experiment in these frequencies and this timescale was increased for lower noise

and enhanced non-stationarity effects.

*The work presented in the chapter is reprinted with permission from C. You, M. A. Zabara, M. E. Orazem, and
B. Ulgut, “Application of the Kramers-Kronig Relations to Multi-Sine Electrochemical Impedance Measurements,”
Journal of the Electrochemical Society, 167 (2020), 020515 [128]
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6.1.2 Kramers–Kronig Analysis

The simulated and measured impedance data were tested for compliance with the

Kramers–Kronig relations using the measurement model method. The method to assess

Kramers–Kronig consistency, developed by Agarwal et al., is based on fitting a measurement

model of sequential Voigt elements shown in Figure 1 to either the real or imaginary component

of impedance data and then predicting the other component of impedance from the extracted

parameters [1, 2, 2]. As the circuit shown in Figure 2-8 satisfies the Kramers–Kronig relations,

the ability to fit the measurement model to experimental data demonstrates consistency of the data

to the Kramers–Kronig relations.

An important advantage of the measurement model approach is that it identifies a small set

of model structures that are capable of representing a large variety of observed behaviors or

responses. The inability to fit an impedance spectrum by a measurement model can be attributed

to the failure of the data to conform to the assumptions of the Kramers–Kronig relations rather

than to the failure of the model. The measurement model approach allows calculation of a

confidence interval, providing a statistical rigor to the rejection of data due to failure to conform

to the Kramers–Kronig relations. A disadvantage of the measurement model approach is that

regression is strongly influenced by data outliers.

The experimentally measured impedance data were also tested for Kramers–Kronig

compliance by linear measurement model approach developed by Boukamp [4] and implemented

by Gamry Instruments. In this approach, the Voigt elements are fitted via linear equations to a

selected region of the spectrum. Values of time constant τk = 1/RkCk are specified as the inverse

of frequencies selected over the experimental range of frequencies. This yields a set of linear

equations to be solved for values of the corresponding Rk. An advantage of the Boukamp

approach is that it is less sensitive to outliers. A disadvantage is that confidence intervals are not

provided for the resulting comparison between experiment and measurement model.
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Figure 7.3: Schematic representation of an electrode interface demonstrating the contribution of
charging and faradaic current densities.

appreciation for impedance measurements.

7.3.1 Lissajous Analysis

The electronics associated with measurement of the impedance response of a system is
presented schematically in Figure 6.8. The input signal can be represented by

V = V + ΔV cos (2π f t) (7.1)

where V is an applied bias potential and ΔV is the amplitude of the sinusoidal pertur-
bation. The current response is dependent on the characteristics of the system under
study. For example, following the discussion in Section 5.2.2, the faradaic current den-
sity can be expressed as

iF = naFka exp (baV)− ncFkc exp (−bcV) (7.2)

The current density associated with the capacitive charging of the electrode can be ex-
pressed as

iC = Cdl
dV
dt

= −ωΔVCdl sin (2π f t) (7.3)

As suggested in Figure 7.3, the total current density is the sum of the faradaic and
charging contributions.

The simulation results presented in this section were obtained by solution of equa-
tions (7.1)-(7.3) with parameters Cdl = 31 μF/cm2, naFka = 0.5 mA/cm2, ncFkc =

0.5 mA/cm2, ba = 19.5 V−1, bc = 19.5 V−1, V = 0 V, and ΔV = 1 mV. The value of the
charge-transfer resistance, given by

Rt =
1(

banaFka exp(baV) + bcncFkc exp(−bcV)
) (7.4)

had a value of 51.28 Ωcm2, yielding a characteristic frequency fc = (2πRtCdl)
−1 =

100 Hz. The current response to the input potential is presented for different applied

Figure 6-1. Circuit representation of the faradaic current and the double layer capacitor used in
the simulation. (Taken from You et al. [128])

6.1.3 Model System Simulation

The non-stationarity was simulated on a system in which a charging current is added to a

faradaic current given by a Tafel expression with a time-dependent rate constant as shown in

Figure 2 [49]. The applied potential for the single sine case was a sinusoidal perturbation as

V = ∆V sin(2π fi) (6-1)

where ∆V is the input potential amplitude and fi is the input frequency range of fi = 1Hz 1kHz

with 10 points/decade. The applied potential for the multi-sine case was a sinusoidal perturbation

as

V = ∆V sin(2π fi +ϕi) (6-2)

where ϕi is the phase shift and N = 31. The faradic current density and the charging current

density were expressed as

iF = ka exp(baV )− kc exp(−bcV ) (6-3)

and

iC =Cdl
dV
dt

(6-4)
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where ba and bc are the anodic and cathodic coefficients with ba = bc = 19.5 V−1. The values of

ka, kc were ka = kb = 0.14×10−3 mA/cm2 and the double-layer capacitance was Cdl = 31µ

F/cm2. The impedance response was calculated by a Fourier analysis for the single-sine potential

perturbation and by an FFT analysis for the multi-sine.

The simulation was performed with linear and exponential increases in the charge-transfer

resistances which caused a decrease of the rate constant as a function of time. The behavior was

expressed as

iF = Ka(1− γ)exp(baV )−Kc(1− γ)exp(−bcV ) (6-5)

where γ = 0.01t for a linear decrease in active area, and γ = 0.1(1− exp(−t)) for an exponential

decrease in active area. The variation of γ used in the simulations is presented in Figure 6-2. The

corresponding charge-transfer resistance increased from 183.2 Ω to 203.5 Ω within 10 s.

6.2 Experiment and Simulation Results

Results are presented for the single-sine and multi-sine impedance of a Li/SOCl2 primary

battery with a DC offset known to cause nonstationary behavior. Results are also presented for the

single-sine and multi-sine impedance of synthetic data designed to represent a nonstationary

system. Both the Boukamp [4] and the Agarwal et al. .

6.2.1 Experimental measurement: Li/SOCl2 with DC offset

The experimentally measured single-sine and multi-sine impedance of the Li/SOCl2 battery

under nonstationary conditions are shown in Figure 6-3. The lines shown in Figure 6-3 are the

result of the linear Kramers–Kronig analysis reported by Boukamp [4, 3] and implemented by

Gamry. The superposition of the lines with the multi-sine data indicates that the multi-sine data

satisfy the Kramers–Kronig relations; whereas, the single-sine data show deviation in the

Kramers–Kronig compliance. The deviation is seen most readily in plots of the phase as shown in

Figure 6-3(d). A more sensitive analysis can be obtained by use of the measurement model as

developed by Agarwal et al. . [1, 2, 2] The results presented in Figure 6-4 reflect the results of a

fit of the measurement model to the imaginary part of the impedance for the single-sine data and a

complex fit for the multi-sine. For this system, the imaginary fit yielded more statistically
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nonstationary conditions are shown in Figure 4. The lines shown in Figure 4 are the result of the linear 
Kramers–Kronig analysis reported by Boukamp [46] [45] and implemented by Gamry. The superposition 
of the lines with the multi-sine data indicates that the multi-sine data satisfy the Kramers–Kronig relations; 
whereas, the single-sine data show deviation in the Kramers–Kronig compliance. The deviation is seen 
most readily in plots of the phase as shown in Figure 4d.  
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al. [44][45] The results presented in Figure 5 reflect the results of a fit of the measurement model to the 
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Figure 6-2. Behavior of the fraction of inactive area γ as a function of time for the calculation of

the impedance of nonstationary systems. (Taken from You et al. [128])

significant parameters for the single-sine data than could be achieved by a complex fit; whereas,

the complex fit yielded more statistically significant parameters for the multi-sine data than could

be achieved by an imaginary fit. As shown in Nyquist format in Figure 6-4(a), the measurement

model provided an adequate fit of the single-sine data only at higher frequencies; whereas, the

measurement model provided an excellent fit to the multi-sine data over the complete measured

range of frequencies. The measurement model provided an excellent fit to the imaginary part of

the single-sine data, but the experimental data deviated from the predicted real part of the

measurement, as shown in Figure 6-4(d). The complex fit of the measurement model yielded an

excellent agreement to the imaginary (Figure 6-4(c)) and real (Figure 6-4(e)) parts of the

measurement.

A more detailed analysis may be obtained by an examination of the residual errors shown in

Figure 6-5. The residual errors for the regression to the imaginary part of the single-sine

measurement are shown in Figure 6-5(a), and the errors in the prediction of the real part of the
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Figure 6-3. Single-sine and multi-sine impedance response for a Li/SOCl2 battery under
nonstationary conditions: a) Nyquist; b) and c) magnitude for single-sine and
multi-sine measurements, respectively; and d) and e) phase for single-sine and
multi-sine measurements, respectively. Lines represent the results of a linear
Kramers–Kronig analysis as implemented by the Gamry software. (Taken from You
et al. [128])
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Figure 6-4. Results of the measurement model analysis of the data presented in Figure 6-3: a)
Nyquist; b) and c) imaginary for single-sine and multi-sine measurements,
respectively; and d) and e) real for single-sine and multi-sine measurements,
respectively. Solid lines represent the results of a measurement model fit to the
imaginary part of the spectrum for single-sine measurements and both real and
imaginary parts of the spectrum for the multi-sine measurements. Dashed lines in b-e
represent 95.4% confidence intervals for the model. (Taken from You et al. [128])
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measurement is shown in Figure 6-5(b). The large errors at low frequency are consistent with the

results presented in Figure 5a. In contrast, the residual errors for a complex fit to the multi-sine

data shown in Figures 6-5(c) and d indicate that the measurement model provided a good fit to the

data. The residual errors fall within the 95.4% confidence interval for the model; thus, the data

may be considered to be consistent with the Kramers–Kronig relations. A complex fit to the

single-sine data yielded residual errors that were outside the 95.4% confidence interval for the

model. This work shows that the single-sine data did not satisfy the Kramers–Kronig relations.

The experimental work presented in Figures 6-3-6-5 shows that multi-sine method yielded

Kramers–Kronig-consistent impedance data for a nonstationary system for which a single-sine

approach showed failure to conform to the Kramers–Kronig relations. The time allocated for the

multi-sine measurement was 70% larger than the time allocated for the single-sine measurements;

thus, the system had ample time to demonstrate nonstationary behavior. The issue is that the

presence of nonstationary behavior for a multi-sine measurement could not be identified by

application of the Kramers–Kronig relations. The results suggest also that the measurement

model implementation by Agarwal et al. [1, 2, 2] was more sensitive to failures to satisfy the

Kramers–Kronig relations than was the linear implementation by Boukamp [4].

6.2.2 Numerical Simulation: Linear Increase in Charge-Transfer Resistance

The single-sine and multi-sine calculations were designed such that the elapsed times for

the simulated impedance measurements were identical. Thus, the level of nonstationarity

experienced for the two calculations was the same. The perturbation amplitude for the single-sine

calculations was 1 mV, and the perturbation amplitude for the multi-sine calculations was 0.5 mV.

To minimize superposition, the phase angles of signals used to construct the multi-sine potential

input were staggered. The effective maximum potential amplitude was 5 mV.

Results are presented in Figure 6-6 for the impedance calculated under the linear transient

increase in charge-transfer resistance shown in Figure 6-2. The Nyquist plots shown in Figure

6-6(a) show that, while the single-sine calculations revealed a low-frequency tail corresponding to

the increase in charge-transfer resistance, the multi-sine calculations produced a semicircle with a
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Figure 6. Normalized residual errors resulting from a measurement model fit to the data presented in 
Figure 4: a) results of a measurement model fit to the imaginary part of the spectrum for single-sine 
measurements and b) the resulting error in the prediction of the real part of the measurement; c) and d) 
imaginary and real residual errors for a complex fit to both real and imaginary parts of the spectrum for 
the multi-sine measurements. Dashed lines in represent 95.4% confidence intervals for the model.  
 

 

Numerical simulation: Linear increase in charge-transfer resistance 

The single-sine and multi-sine calculations were designed such that the elapsed times for the simulated 
impedance measurements were identical. Thus, the level of nonstationarity experienced for the two 
calculations was the same. The perturbation amplitude for the single-sine calculations was 1 mV, and the 
perturbation amplitude for the multi-sine calculations was 0.5 mV. To minimize superposition, the phase 
angles of signals used to construct the multi-sine potential input were staggered. The effective maximum 
potential amplitude was 5 mV. 

Results are presented in Figure 7 for the impedance calculated under the linear transient increase in charge-
transfer resistance shown in Figure 3. The Nyquist plots shown in Figure 7a show that, while the single-
sine calculations revealed a low-frequency tail corresponding to the increase in charge-transfer resistance, 
the multi-sine calculations produced a semicircle with a radius between the initial and final charge-transfer 
resistance. Regression of the measurement model to the imaginary part of the single-sine impedance yielded 
the normalized residual error presented in Figure 7b, indicating an excellent fit to the data. The normalized 

10-2 10-1 100 101 102

-0.3

-0.2

-0.1

0.0

0.1

0.2

0.3

Frequency / Hz
10-2 10-1 100 101 102

-0.1

0.0

0.1

0.2

Frequency / Hz

10-2 10-1 100 101 102

-0.3

-0.2

-0.1

0.0

0.1

0.2

0.3

Frequency / Hz
10-2 10-1 100 101 102

-0.1

0.0

0.1

Frequency / Hz

(a)

 
 

 
a 

 
b 

 
c 

 
d

Figure 6. Normalized residual errors resulting from a measurement model fit to the data presented in 
Figure 4: a) results of a measurement model fit to the imaginary part of the spectrum for single-sine 
measurements and b) the resulting error in the prediction of the real part of the measurement; c) and d) 
imaginary and real residual errors for a complex fit to both real and imaginary parts of the spectrum for 
the multi-sine measurements. Dashed lines in represent 95.4% confidence intervals for the model.  
 

 

Numerical simulation: Linear increase in charge-transfer resistance 

The single-sine and multi-sine calculations were designed such that the elapsed times for the simulated 
impedance measurements were identical. Thus, the level of nonstationarity experienced for the two 
calculations was the same. The perturbation amplitude for the single-sine calculations was 1 mV, and the 
perturbation amplitude for the multi-sine calculations was 0.5 mV. To minimize superposition, the phase 
angles of signals used to construct the multi-sine potential input were staggered. The effective maximum 
potential amplitude was 5 mV. 

Results are presented in Figure 7 for the impedance calculated under the linear transient increase in charge-
transfer resistance shown in Figure 3. The Nyquist plots shown in Figure 7a show that, while the single-
sine calculations revealed a low-frequency tail corresponding to the increase in charge-transfer resistance, 
the multi-sine calculations produced a semicircle with a radius between the initial and final charge-transfer 
resistance. Regression of the measurement model to the imaginary part of the single-sine impedance yielded 
the normalized residual error presented in Figure 7b, indicating an excellent fit to the data. The normalized 

10-2 10-1 100 101 102

-0.3

-0.2

-0.1

0.0

0.1

0.2

0.3

Frequency / Hz
10-2 10-1 100 101 102

-0.1

0.0

0.1

0.2

Frequency / Hz

10-2 10-1 100 101 102

-0.3

-0.2

-0.1

0.0

0.1

0.2

0.3

Frequency / Hz
10-2 10-1 100 101 102

-0.1

0.0

0.1

Frequency / Hz

(b)

 
 

 
a 

 
b 

 
c 

 
d

Figure 6. Normalized residual errors resulting from a measurement model fit to the data presented in 
Figure 4: a) results of a measurement model fit to the imaginary part of the spectrum for single-sine 
measurements and b) the resulting error in the prediction of the real part of the measurement; c) and d) 
imaginary and real residual errors for a complex fit to both real and imaginary parts of the spectrum for 
the multi-sine measurements. Dashed lines in represent 95.4% confidence intervals for the model.  
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Figure 6. Normalized residual errors resulting from a measurement model fit to the data presented in 
Figure 4: a) results of a measurement model fit to the imaginary part of the spectrum for single-sine 
measurements and b) the resulting error in the prediction of the real part of the measurement; c) and d) 
imaginary and real residual errors for a complex fit to both real and imaginary parts of the spectrum for 
the multi-sine measurements. Dashed lines in represent 95.4% confidence intervals for the model.  
 

 

Numerical simulation: Linear increase in charge-transfer resistance 

The single-sine and multi-sine calculations were designed such that the elapsed times for the simulated 
impedance measurements were identical. Thus, the level of nonstationarity experienced for the two 
calculations was the same. The perturbation amplitude for the single-sine calculations was 1 mV, and the 
perturbation amplitude for the multi-sine calculations was 0.5 mV. To minimize superposition, the phase 
angles of signals used to construct the multi-sine potential input were staggered. The effective maximum 
potential amplitude was 5 mV. 

Results are presented in Figure 7 for the impedance calculated under the linear transient increase in charge-
transfer resistance shown in Figure 3. The Nyquist plots shown in Figure 7a show that, while the single-
sine calculations revealed a low-frequency tail corresponding to the increase in charge-transfer resistance, 
the multi-sine calculations produced a semicircle with a radius between the initial and final charge-transfer 
resistance. Regression of the measurement model to the imaginary part of the single-sine impedance yielded 
the normalized residual error presented in Figure 7b, indicating an excellent fit to the data. The normalized 

10-2 10-1 100 101 102

-0.3

-0.2

-0.1

0.0

0.1

0.2

0.3

Frequency / Hz
10-2 10-1 100 101 102

-0.1

0.0

0.1

0.2

Frequency / Hz

10-2 10-1 100 101 102

-0.3

-0.2

-0.1

0.0

0.1

0.2

0.3

Frequency / Hz
10-2 10-1 100 101 102

-0.1

0.0

0.1

Frequency / Hz
(d)

Figure 6-5. Normalized residual errors resulting from a measurement model fit to the data
presented in Figure 6-3: a) results of a measurement model fit to the imaginary part of
the spectrum for single-sine measurements and b) the resulting error in the prediction
of the real part of the measurement; c) and d) imaginary and real residual errors for a
complex fit to both real and imaginary parts of the spectrum for the multi-sine
measurements. Dashed lines in represent 95.4% confidence intervals for the model.
(Taken from You et al. [128])
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radius between the initial and final charge-transfer resistance. Regression of the measurement

model to the imaginary part of the single-sine impedance yielded the normalized residual error

presented in Figure 6-6(b), indicating an excellent fit to the data. The normalized prediction errors

for the real part of the measurement, shown in Figure 6-6(c), show that the low-frequency real

part of the data was inconsistent with the imaginary part of the data. Thus, the Kramers–Kronig

relations were not satisfied for the single-sine simulations.

The residual errors for a complex fit to the multi-sine simulations are presented in Figures

7d and e. These results could be fit by only a single RC element. The simulations yielded scatter

at low frequency that could be diminished by increasing the elapsed time for the signals. In a

purely numerical study, a similar result for synthetic calculations of multi-sine impedance was

reported by Srinivasan et al. [105] and attributed to failure to satisfy the Kramers–Kronig

relations. The Boukamp implementation of the Kramers–Kronig relations, however, showed these

simulated data to be consistent. The multi-sine calculation of the impedance yielded a semicircle

with scattered values at low frequency. The measurement model analysis reported the charge

transfer resistance to be Rt = 193.2 Ω cm2, which was the temporal average. The capacitance was

obtained as Cdl = 31 µ F/cm2, which was the same as the input.

6.2.3 Numerical Simulation: Exponential Increase In Charge-Transfer Resistance

Results are presented in Nyquist format in Figure 6-7(a) for the impedance calculated under

the exponential transient increase in charge-transfer resistance shown in Figure 6-2. The

charge-transfer resistance transient was characterized by a rapid increase in resistance at short

times at which the singe-sine calculation yielded high-frequency values of the impedance. The

shape of the single-sine results reveals that the charge-transfer resistance was almost constant for

the calculation of lower frequencies. The single-sine calculations yielded a distorted semicircle;

whereas, the multi-sine calculations produced a semicircle with a radius between the initial and

final charge-transfer resistance. Regression of the measurement model to the imaginary part of

the single-sine impedance yielded the normalized residual error presented in Figure 6-7(b),

indicating an excellent fit to the data. The normalized prediction errors for the real part of the
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Figure 7. Calculated impedance for the linear increase of the charge-transfer resistance for single and 
multi-sine signals: a) Nyquist plot for single-sine and multi-sine results with lines representing the 
corresponding fit of the measurement model; b) and c) normalized residual and prediction errors 
respectively, for a measurement model fit to the imaginary part of the single-sine impedance; and d) and 
e) normalized residual errors for a complex measurement model fit to multi-sine impedance. Dashed 
lines in b-e represent 95.4% confidence intervals for the model. 
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Figure 7. Calculated impedance for the linear increase of the charge-transfer resistance for single and 
multi-sine signals: a) Nyquist plot for single-sine and multi-sine results with lines representing the 
corresponding fit of the measurement model; b) and c) normalized residual and prediction errors 
respectively, for a measurement model fit to the imaginary part of the single-sine impedance; and d) and 
e) normalized residual errors for a complex measurement model fit to multi-sine impedance. Dashed 
lines in b-e represent 95.4% confidence intervals for the model. 
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multi-sine signals: a) Nyquist plot for single-sine and multi-sine results with lines representing the 
corresponding fit of the measurement model; b) and c) normalized residual and prediction errors 
respectively, for a measurement model fit to the imaginary part of the single-sine impedance; and d) and 
e) normalized residual errors for a complex measurement model fit to multi-sine impedance. Dashed 
lines in b-e represent 95.4% confidence intervals for the model. 
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respectively, for a measurement model fit to the imaginary part of the single-sine impedance; and d) and 
e) normalized residual errors for a complex measurement model fit to multi-sine impedance. Dashed 
lines in b-e represent 95.4% confidence intervals for the model. 
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0 50 100 150 200

0

50

100  Multi-sine
 Single-sine

100 Hz

25.1 Hz

10 Hz

100 101 102 103
-0.006

-0.004

-0.002

0.000

0.002

0.004

0.006

Frequency / Hz

100 101 102 103
-0.04

-0.02

0.00

0.02

0.04

0.06

0.08

Frequency / Hz

100 101 102 103
-0.04

0.00

0.04

0.08

0.12

0.16

Frequency / Hz

100 101 102 103

-0.003

-0.002

-0.001

0.000

0.001

0.002

0.003

Frequency / Hz

(e)

Figure 6-6. Calculated impedance for the linear increase of the charge-transfer resistance for
single and multi-sine signals: a) Nyquist plot for single-sine and multi-sine results
with lines representing the corresponding fit of the measurement model; b) and c)
normalized residual and prediction errors respectively, for a measurement model fit to
the imaginary part of the single-sine impedance; and d) and e) normalized residual
errors for a complex measurement model fit to multi-sine impedance. Dashed lines in
b-e represent 95.4% confidence intervals for the model. (Taken from You et al. [128])
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measurement, shown in Figure 6-7(c), show that the data were inconsistent with the

Kramers–Kronig relations over a broad frequency range. Again, the Kramers–Kronig relations

were not satisfied for the single-sine simulations.

The residual errors for a complex fit to the multi-sine simulations, presented in Figures

6-7(d) and 6-7(e), were similar to those presented in Figures 6-6(d) and e for a linear increase in

charge-transfer resistance. Again, these results could be fit by only a single RC element. The

simulations yielded scatter at low frequency that could be diminished by increasing the elapsed

time for the signals. The multi-sine calculation of the impedance yielded a semicircle with

scattered values at low frequency. The measurement model analysis showed a value of charge

transfer resistance of Rt = 201.38 Ω cm2, which is the temporal average. The capacitance was

found as Cdl = 31 µF/cm2 which is the same as the input.

6.3 Inspection of Non-Linearity and Non-Stationarity on Impedance Spectra

The experimental and simulation results in the present work demonstrate that the

Kramers–Kronig relations do not provide a means of determining, for multi-sine measurements,

whether the system has undergone a transient change during the course of the impedance

measurement. The multi-sine technique provides a temporally averaged impedance diagram

which satisfies automatically the Kramers–Kronig relations. In contrast, application of the

Kramers–Kronig relations can reveal nonstationary behavior from single-sine measurements.

In principle, the coherence function

Cxy(ω) =
|Pxy(ω)|2

Pxx(ω)Pyy(ω)
(6-6)

can provide a means for assessing the quality of input signals used to assess the impedance. In

equation (6-6), the coherence function Cxy is a real number between 0 and 1 that measures the

correlation between the input signal x(t) and the output signal y(t). A value of unity means that

the two signals are considered to correspond to each other perfectly at a given frequency. Pxx and

Pyy are the power spectra of x(t) and y(t), respectively, and Pxy is the average cross-power

spectrum of x(t) and y(t).
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Figure 8. Calculated impedance for the exponential increase of the charge-transfer resistance for single 
and multi-sine signals: a) Nyquist plot for single-sine and multi-sine results with lines representing the 
corresponding fit of the measurement model; b) and c) normalized residual and prediction errors 
respectively, for a measurement model fit to the imaginary part of the single-sine impedance; and d) and 
e) normalized residual errors for a complex measurement model fit to multi-sine impedance. Dashed 
lines in b-e represent 95.4% confidence intervals for the model.

 

  

0 50 100 150 200

0

50

100  Multi-sine
 Single-sine

100 Hz

25.1 Hz

10 Hz

100 101 102 103
-0.016

-0.012

-0.008

-0.004

0.000

0.004

0.008

0.012

0.016

Frequency / Hz

100 101 102 103
-0.02

-0.01

0.00

0.01

0.02

0.03

Frequency / Hz

100 101 102 103

-0.05

0.00

0.05

0.10

0.15

0.20

0.25

0.30

Frequency / Hz

100 101 102 103

-0.006

-0.004

-0.002

0.000

0.002

0.004

0.006

Frequency / Hz

(a)

 
 

 
a

 
b 

 
c 

 
d 

 
e 

Figure 8. Calculated impedance for the exponential increase of the charge-transfer resistance for single 
and multi-sine signals: a) Nyquist plot for single-sine and multi-sine results with lines representing the 
corresponding fit of the measurement model; b) and c) normalized residual and prediction errors 
respectively, for a measurement model fit to the imaginary part of the single-sine impedance; and d) and 
e) normalized residual errors for a complex measurement model fit to multi-sine impedance. Dashed 
lines in b-e represent 95.4% confidence intervals for the model.
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Figure 8. Calculated impedance for the exponential increase of the charge-transfer resistance for single 
and multi-sine signals: a) Nyquist plot for single-sine and multi-sine results with lines representing the 
corresponding fit of the measurement model; b) and c) normalized residual and prediction errors 
respectively, for a measurement model fit to the imaginary part of the single-sine impedance; and d) and 
e) normalized residual errors for a complex measurement model fit to multi-sine impedance. Dashed 
lines in b-e represent 95.4% confidence intervals for the model.
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Figure 8. Calculated impedance for the exponential increase of the charge-transfer resistance for single 
and multi-sine signals: a) Nyquist plot for single-sine and multi-sine results with lines representing the 
corresponding fit of the measurement model; b) and c) normalized residual and prediction errors 
respectively, for a measurement model fit to the imaginary part of the single-sine impedance; and d) and 
e) normalized residual errors for a complex measurement model fit to multi-sine impedance. Dashed 
lines in b-e represent 95.4% confidence intervals for the model.
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Figure 8. Calculated impedance for the exponential increase of the charge-transfer resistance for single 
and multi-sine signals: a) Nyquist plot for single-sine and multi-sine results with lines representing the 
corresponding fit of the measurement model; b) and c) normalized residual and prediction errors 
respectively, for a measurement model fit to the imaginary part of the single-sine impedance; and d) and 
e) normalized residual errors for a complex measurement model fit to multi-sine impedance. Dashed 
lines in b-e represent 95.4% confidence intervals for the model.
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Figure 6-7. Calculated impedance for the exponential increase of the charge-transfer resistance
for single and multi-sine signals: a) Nyquist plot for single-sine and multi-sine results
with lines representing the corresponding fit of the measurement model; b) and c)
normalized residual and prediction errors respectively, for a measurement model fit to
the imaginary part of the single-sine impedance; and d) and e) normalized residual
errors for a complex measurement model fit to multi-sine impedance. Dashed lines in
b-e represent 95.4% confidence intervals for the model. (Taken from You et al. [128])
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The coherence function calculated for the synthetic multi-sine impedance values presented

in Figures 6-6 and 6-7 varied slightly from unity, as shown in Figure 6-8. The maximum variation

was 0.3% for the linear variation of charge-transfer resistance and 0.02% for the exponential

decaying variation of charge-transfer resistance. This level of variation would be masked by

experimental artifacts in electrochemical measurements. Further, the coherence calculation suffers

from sensitivity to window size and shape selection and artifacts due to timing inaccuracies.

Therefore, the coherence function was not explored further for experimental data. On the other

hand, inspecting the full Fourier space can be considered to be an alternative for inspecting

non-linearity and non-stationarity in multi-sine impedance spectra. Figure 6-9(b) and 6-9(d) show

the multi-sine current excitation and the resulting voltage in the frequency domain for two

experiments done with galvanostatic control. These datasets can essentially be read in two parts:

the signal and the noise. On the logarithmic y-scale, the points that are high are those frequencies

that are excited by the applied signal and the corresponding measurement are the signal and the

more crowded points that are much lower are the noise level of the applied signal for the

excitation and the result of any nonlinearity and drift for the measured signal. The noise floor

shown for the voltage signal on the graphs depend on the settings on the instrument, environment

noise etc. As shown in Figure 6-9(b), non-stationarity can be observed in the unexcited

frequencies in the frequency domain signal. Non-stationarity exhibits a signal that is below the

noise level of the instrument at high frequencies, but gradually increases as the frequency gets

lower. It eventually gets above the noise level and keeps rising until the lowest frequency. In

contrast for a stationary system shown in Figure 6-9(d), such behavior is not observed. One way

of quantifying the total power at the unexcited frequencies is the so-called “Total Harmonic

Distortion (THD)” [172, 173, 174, 175, 176] which is the integral of power in the frequencies that

are not excited by the excitation. Though THD provides no distinction between non-linearity and

non-stationarity, it is a good parameter to check for both effects in bulk.

The present work provided the opportunity to explore the relative merits of two different

implementations of the measurement model for assessing consistency with the Kramers–Kronig
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Discussion 

The experimental and simulation results in the present work demonstrate that the Kramers–Kronig relations 
do not provide a means of determining, for multi-sine measurements, whether the system has undergone a 
transient change during the course of the impedance measurement. The multi-sine technique provides a 
temporally averaged impedance diagram which satisfies automatically the Kramers–Kronig relations. In 
contrast, application of the Kramers–Kronig relations can reveal nonstationary behavior from single-sine 
measurements. 

In principle, the coherence function 

𝐶 𝜔      6  

can provide a means for assessing the quality of input signals used to assess the impedance. In equation (6), 
the coherence function C xy is a real number between 0 and 1 that measures the correlation between the 
input signal x(t) and the output signal y(t). A value of unity means that the two signals are considered to 
correspond to each other perfectly at a given frequency. Pxx and Pyy are the power spectra of x(t) and y(t), 
respectively, and Pxy is the average cross-power spectrum of x(t) and y(t). 

The coherence function calculated for the synthetic multi-sine impedance values presented in Figures 7 and 
8 varied slightly from unity, as shown in Figure 9. The maximum variation was 0.3% for the linear variation 
of charge-transfer resistance and 0.02% for the exponential decaying variation of charge-transfer resistance. 
This level of variation would be masked by experimental artifacts in electrochemical measurements. 
Further, the coherence calculation suffers from sensitivity to window size and shape selection and artifacts 
due to timing inaccuracies. Therefore, the coherence function was not explored further for experimental 
data.  

 
Figure 9. Coherence function calculated for the multi-sine simulations presented in Figures 7 and 8.
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non-linearity and non-stationarity in multi-sine impedance spectra. Figure 10b and 10d show the multi-sine 
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Figure 6-8. Coherence function calculated for the multi-sine simulations presented in Figures 6-6

and 6-7. (Taken from You et al. [128])

relations. The linear regression approach pioneered by Boukamp [46] allows specification of one

time constant for every measured frequency, thus providing a point by point analysis that is

insensitive to outliers. The point by point analysis is evident in the results for the multi-sine data

presented in Figure 6-3(a). In contrast, the analysis pioneered by Agarwal et al. [1, 2, 2] relies on

nonlinear regression and can resolve only a small number of parameters. As shown in Figures 6-4

and 6-5, the approach of Agarwal et al. [1, 2, 2] was very sensitive to the failure of the single-sine

data to conform to the Kramers–Kronig relations and demonstrated unequivocally the extent to

which the multi-sine data satisfied the Kramers–Kronig relations. A more subtle deviation is seen

between model and single-sine data in Figure 6-3. The Boukamp approach is preferred for data,

such as those with outliers, for which an adequate number of RC elements cannot be resolved.
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Figure 6-9. Multi-sine impedance response for a Li/SOCl2 battery under nonstationary
conditions: a) Nyquist; b) Frequency domain of the current excitation and the voltage
signals. Multi-sine impedance response for a Dummy Cell in stationary conditions: c)
Nyquist; d) Frequency domain of the current excitation and the voltage signals.
(Taken from You et al. [128])
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CHAPTER 7
EXPERIMENTAL OBSERVATION OF OHMIC IMPEDANCE

The objective of this work was to demonstrate the experimental determination of the ohmic

impedance.* Experimental data were collected for the ferricyanide/ferrocyanide redox couple in a

supported electrolyte. The regression results were supported by a series of finite-element

calculations. Simulations performed for a disk electrode influenced by ohmic and kinetic effects

provided an updated relationship for the normalized difference Re,LF −Re,HF as a function of the

parameter J. A second set of finite-element simulations showed that the updated relationship was

unaffected by mass transfer. A third set of finite-element simulations demonstrated that the

experimentally obtained results could be attributed to the presence of a film on the electrode

surface. Such a step-by-step analysis provides a comprehensive description of the interfacial

processes.

7.1 Simulation and Experimental Method

The present work represents a combination of experimental and numerical approaches.

7.1.1 Experimental

Experiments were performed for ferri/ferrocyanide redox species (10 mM each) in a 0.5 M

KCl electrolyte using a Gamry Reference 600+ potentiostat. The working electrode consisted of a

5-mm-diameter gold disk rotating at 800 rpm. A Pt gauze (4 cm2) was used as the

counterelectrode, a saturated Ag/AgCl electrode was used as a reference electrode, and the

temperature of double-walled electrochemical cell was held at 25±0.1 ◦C. The frequency range

was 500 kHz to 9.98 mHz with 10 measurements per decade, and the perturbation amplitude was

10 mV rms (or 28.3 mV peak-to-peak). The “low-noise” option was implemented, which imposes

the largest minimum number of cycles for each frequency measured.

7.1.2 Numerical

Numerical simulations for the impedance response associated with primary and secondary

current distributions were performed using COMSOL Multiphysics® 5.0. The hardware used was

a 64-bit DellTM Precision T7500 workstation with dual Intel® Xeon® E5620 2.4 GHz processors

and 96 GB of RAM. The numerical simulations for the impedance response associated with

*The work presented in the chapter is reprinted with permission from C. You, A. Dizon, M. Gao, V. Vivier, and M.
E. Orazem, “Experimental Observation of Ohmic Impedance,” Electrochimica Acta, 413 (2022), 140177 [177]
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convective diffusion of ferricyanide and ferrocyanide species employed COMSOL Multiplysics®

6.0 on a Dell precision workstation T7920 with dual Intel® Xeon® Gold 6242R 3.1GHz

processors and 256 GB of RAM.

7.2 Mathematical Models

Numerical simulations were performed for the primary and secondary current distributions

on a disk electrode for which Laplace’s equation governed potential in the electrolyte.

Simulations were also performed for a rotating disk electrode for which Laplace’s equation was

assumed to apply in conjunction with the convective diffusion equations for ferricyanide and

ferrocyanide species.

7.2.1 Primary and Secondary Distributions

The 2-D axisymmetric solution to Laplace’s equation for a secondary current and potential

distribution was obtained numerically in cylindrical coordinates. A schematic representation (not

to scale) of the disk geometry is presented in Figure 7-1 with boundaries identified as ΓWE for the

disk electrode, ΓCE for the counterelectrode, and ΓI for insulating surfaces. For the simulations,

R/r0 = 2000, and r0 = 0.5 cm.

The governing equation for the potential phasor was

1
r

∂

∂ r

(
r

∂ Φ̃

∂ r

)
+

∂ 2Φ̃

∂y2 = 0 (7-1)

where r is the radial coordinate and y is the distance normal to the electrode. Equation (7-1) was

solved subject to boundary conditions

Φ̃ = 0 (7-2)

on the counterelectrode, ΓCE,

nΓI ·∇Φ̃

∣∣∣
ΓI
= 0 (7-3)

on insulating surfaces ΓI, where nΓI is the unit normal vector for insulating surfaces, and

− ∂ Φ̃

∂y

∣∣∣∣∣
y=0

= K
(

Φ̃m − Φ̃0

)
+ J
(

Φ̃m − Φ̃0

)
(7-4)
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Figure 7-1. Schematic representation of the disk geometry with boundaries identified as ΓWE for
the disk electrode, ΓCE for the counterelectrode, and ΓI for insulating surfaces.
Drawing is not to scale. For the simulations, R/r0 = 2000, and r0 = 0.5 cm. (Taken
from You et al. [177])
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at the disk electrode surface (ΓWE), where Φ̃m is the potential phasor at the electrode surface, Φ̃0

is the potential phasor just outside the diffuse part of the double layer, J is defined by equation

(2-34), and

K =
ωC0r0

κ
(7-5)

is the dimensionless frequency where r0 is the radius of the disk electrode, C0 is the capacity of

the electrode-electrolyte interface, and κ is the electrolyte conductivity.

The numerical results were very sensitive to domain size and the meshing strategy. The

methods discussed in Gharbi et al. [124] were used to adjust the simulation parameters to yield a

high-frequency asymptote equal to the expression for the primary resistance,[108] i.e.,

Re,HF =
πr0

4κ
(7-6)

The ohmic impedance was obtained as

Ze = Z −Z0 (7-7)

where

Z =

(
2
r2

0

∫ r0

0

ĩ(r,0)

Φ̃m
rdr

)−1

(7-8)

and

Z0 =

(
2
r2

0

∫ r0

0

ĩ(r,0)

Φ̃m − Φ̃0
rdr

)−1

(7-9)

The results are presented in Figure 7-2 with J = 4Re,HF/πRt as a parameter. The dimensionless

frequency was defined in equation (7-5). At high frequencies (K → ∞), the ohmic impedance

approaches a real value Re,HF, and at low frequencies (K → 0), the ohmic impedance approaches

a real value Re,LF. The accuracy of the simulations is reflected in that the high-frequency

asymptote is equal to the dimensionless primary resistance of 1/4. As J increases, the difference

between Re,HF and Re,LF is reduced.

The normalized difference between high- and low-frequency values of the ohmic resistance

is presented in Figure 7-3 as a function of J. Symbols show the values taken from Newman[113]
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Figure 7-2. Calculated dimensionless ohmic impedance in Nyquist format with J = 4Re,HF/πRt
as a parameter. The dimensionless frequency K is defined in equation (7-5). The
accuracy of the simulations is reflected in that the high-frequency asymptote is equal
to the dimensionless primary resistance of 1/4. (Taken from You et al. [177])
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Figure 7-3. Normalized difference between high- and low-frequency values of the ohmic
resistance as a function of J = 4Re,HF/πRt. Symbols show the values taken from
Newman[113] and Huang et al. [114, 115]. (Taken from You et al. [177])
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and Huang et al. [114, 115]. The maximum value of J reported by Newman was J = 1, and the

maximum value of reported by Huang et al. was J = 100. The present results are in good

agreement with the results obtained by Newman[113] and by Huang et al. [114, 115] for J ≤ 10.

7.2.2 Disk Electrode with Mass Transfer

Finite-element simulations were performed to model the reversible oxidation of

ferrocyanide to ferricyanide on a rotating disk electrode. The nonlinear set of coupled equations

governing the steady-state were solved by the Newton–Raphson method, and synthetic impedance

data were calculated by the direct linear solver. The domain comprised a volume bounded by an

area defined by the working electrode ΓWE, the insulator in which the electrode is embedded ΓI,

and the hemispherical counterelectrode ΓCE.

The solution was obtained under the assumptions that homogeneous reactions were not

present, and migration was neglected due to a strong supporting electrolyte. The governing

equation for the mass transfer to a rotating disk electrode under steady-state conditions may be

expressed as

vr
∂ci

∂ r
+ vy

∂ci

∂y
−Di

(
1
r

∂

∂ r

(
r

∂ci

∂ r

)
+

∂ 2ci

∂y2

)
= 0 (7-10)

where Di is the diffusion coefficient, ci is the steady-state concentration, and vr and vy are the

radial and axial components of velocity.

The velocity profile was expressed as[178, 179]

vy =
√

νΩH(ζ ) (7-11)

for the axial direction, and

vr = rΩF(ζ ) (7-12)

for the radial direction where ν is the kinematic viscosity, Ω is the rotation speed of the electrode,

H(ζ ) is the dimensionless axial velocity, F(ζ ) is the dimensionless radial velocity, and

ζ = y
√

Ω/ν is the dimensionless axial distance from the disk. The velocity profile was written in
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terms of a series expansion for distances near the electrode surface, i.e.,

H0 =−aζ
2 +

1
3

ζ
3 +

b
6

ζ
4 + ... (7-13)

and

F0 = aζ +
1
2

ζ
2 − b

3
ζ

3 + ... (7-14)

where a = 0.510232618867 and b =−0.615922014399. For distances far away from the

electrode, the dimensionless velocity can be expressed as

H∞ =−α +
2A
C

exp(−Cζ )− A2 +B2

2C3 exp(−2Cζ )+ ... (7-15)

and

F∞ = Aexp(−Cζ )− A2 +B2

2C2 exp(−2Cζ )+
A(A2 +B2)

4C4 exp(−3Cζ )+ ... (7-16)

where A=0.934, B=1.208, and C = 0.88447.

The first three terms of the series expansion were applied in the present calculation. An

interpolation formula introduced by Wu [180] was used to describe the velocity profile near the

electrode and far away from the electrode, i.e.,

H = (1− f )H0 + f H∞ (7-17)

and

F = (1− f )F0 + f F∞ (7-18)

where f is the interpolation function given by

f =
1

1+ e−ξ (ζ−ζ0)
(7-19)

where ζ0 = 1 and ξ = 25.

151



In the region outside of a thin diffusion layer near the electrode, concentrations may be

assumed uniform and potential is governed by Laplace’s equation[181]

1
r

∂

∂ r

(
r

∂Φ

∂ r

)
+

∂ 2Φ

∂y2 = 0 (7-20)

At the electrode surface, ΓWE, the current given by Ohm’s law was set equal to the faradaic

current, i.e.,

iF =−κ
∂Φ

∂y

∣∣∣∣
y=0

= Kac4(0)exp(ba(Φm −Φ0))−Kcc3(0)exp(−bc(Φm −Φ0)) (7-21)

where Ka and Kc are the reaction rate constants, ba and bc are lumped parameters related to the

apparent transfer coefficients, and c4(0) and c3(0) are the concentrations of ferrocyanide and

ferricyanide, respectively, on the electrode surface. Equation (7-21) includes the contribution of

both cathodic and anodic reactions. The fluxes of ionic species were related to the faradaic

current by

Di
∂ci

∂y

∣∣∣∣
y=0

=
si

nF
iF (7-22)

where si is the stoichiometric coefficient, and n = 1 is the number of electrons transferred in the

electrochemical reaction. The stoichiometric coefficient is assigned a positive value for an anodic

reactant, a negative value for an anodic product, and zero for a species that does not participate in

the reaction.

The boundary conditions at the counterelectrode, ΓCE, were

Φ = 0 (7-23)

and

ci = ci(∞) (7-24)

At the insulating surfaces,

nΓI ·∇Φ
∣∣
ΓI
= 0 (7-25)
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and

nΓI ·∇ci|ΓI
= 0 (7-26)

where nΓI is the unit normal vector for the insulating surface ΓI.

For calculation of the impedance, conservation equations were written in the phasor

notation, i.e.,

jω c̃i = vr
∂ c̃i

∂ r
+ vy

∂ c̃i

∂y
−Di

(
1
r

∂

∂ r

(
r

∂ c̃i

∂ r

)
+

∂ 2c̃i

∂y2

)
(7-27)

and potential was governed by equation (7-1). Faradaic and charging current densities were

assumed to be uncoupled, thus the boundary condition for potential at the electrode surface ΓWE

was

−κ
∂ Φ̃

∂y

∣∣∣∣∣
y=0

= jωCdl(Φ̃m − Φ̃0)+ ĩF (7-28)

where

ĩF = +Kabac4(0)exp(ba(Φm −Φ0))(Φ̃m − Φ̃0)+Kaexp(ba(Φm −Φ0))c̃4(0) (7-29)

+Kcbcc3(0)exp(−bc(Φm −Φ0))(Φ̃m − Φ̃0)−Kcexp(−bc(Φm −Φ0))c̃3(0)

Equation (7-30) shows the coupling between steady-state and phasor variables.

The flux of individual ionic species on ΓWE was given by

Di
∂ c̃i

∂y

∣∣∣∣
y=0

=
si

nF
ĩF (7-30)

The boundary conditions far away from the electrode, i.e., ΓCE, were given by equation (7-2) for

the potential phasor and

c̃i = 0 (7-31)

for the concentration phasors. On insulating surfaces, equation (7-3) and

nΓI ·∇c̃i|ΓI
= 0 (7-32)

were employed.
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The overall impedance was calculated as

Z =

(
2
r2

0

∫ r0

0

ĩ(r,0)

Φ̃m
rdr

)−1

(7-33)

The results of the simulations provided synthetic data for subsequent regression analysis.

7.3 Regression Model Development

The model accounted for the faradaic impedance at any frequency, a look-up table

implementation of the convective diffusion impedance for a rotating disk that accounted for a

finite value of the Schmidt number, a local constant-phase-element behavior of the disk electrode,

and the ohmic impedance that resulted from the frequency-dependent nonuniform current and

potential distribution.

7.3.1 Faradaic Impedance

The reaction stoichiometry for reversible oxidation of ferrocyanide to ferricyanide can be

expressed as

Fe(CN)4−
6 ⇄ Fe(CN)3−

6 + e− (7-34)

The associated faradaic current density is

iF = Kac4(0)exp(baV )−Kcc3(0)exp(−bcV ) (7-35)

where rate constants Ka and Kc and coefficients ba and bc represent lumped parameters. The terms

c4(0) and c3(0) are respectively the concentrations of Fe(CN)4−
6 and Fe(CN)3−

6 evaluated at the

electrode-electrolyte interface.

The current density may be expressed as

iF = iF +Re
{

ĩF exp(jωt)
}

(7-36)

where iF is the steady-state current density and ĩF is the associated phasor. Similar expressions

apply to potential and concentration variables. The current-density phasor may be obtained from
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a Taylor series expansion as

ĩF =
(
Kabac4(0)exp(baV )+Kcbcc3(0)exp(−bcV )

)
Ṽ +Ka exp(baV )c̃4(0)−Kc exp(−bcV )c̃3(0)

(7-37)

The current density may be related to the flux of species to and from the electrode by

iF = nFD4
∂c4

∂ t

∣∣∣∣
y=0

=−nFD3
∂c3

∂ t

∣∣∣∣
y=0

(7-38)

where n = 1 is the number of electrons exchanged in reaction (7-34). Application of equation

(7-36) yields

ĩF = nFD4
dc̃4

dt

∣∣∣∣
y=0

=−nFD3
dc̃3

dt

∣∣∣∣
y=0

(7-39)

Equation (7-37) may be expressed as

1 =
1

Rt,eff

Ṽ

ĩF
+Ka exp(baV )

c̃4(0)

ĩF
−Kc exp(−bcV )

c̃3(0)

ĩF
(7-40)

where

Rt,eff =
Rt,4Rt,3

Rt,4 +Rt,3
(7-41)

Rt,4 =
1

Kabac4(0)exp(baV )
(7-42)

and

Rt,3 =
1

Kcbcc3(0)exp(−bcV )
(7-43)

where the effective charge-transfer resistance Rt,eff accounts for contributions of anodic and

cathodic reactions.

Introduction of equations (7-39) to equation (7-40) yields

ZF = Rt,eff −
Ka exp(baV )

nFD4

c̃4(0)
dc̃4

dy

∣∣∣∣
y=0

− Kc exp(−bcV )

nFD3

c̃3(0)
dc̃3

dy

∣∣∣∣
y=0

(7-44)
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A general expression for the gradient of the concentration phasor is obtained under the definitions

θ4 = c̃4/c̃4(0), θ3 = c̃3/c̃3(0), ξ4 = y/δ4, and ξ3 = y/δ3.

ZF = Rt,eff +Rt,eff
Ka exp(baV )δ4

nFD4

( −1
θ ′

4(0)

)
+Rt,eff

Kc exp(−bcV )δ3

nFD3

( −1
θ ′

3(0)

)
(7-45)

Equation (7-45) may be written as

ZF = Rt,eff +Rd,eff

( −1
θ ′(0)

)
(7-46)

where

Rd,eff = Rt,eff

(
Ka exp(baV )δ4

nFD4
+

Kc exp(−bcV )δ3

nFD3

)
(7-47)

and the dimensionless diffusion impedance was assumed to be the same for species 4 and 3, i.e.,

( −1
θ ′(0)

)
=

( −1
θ ′

4(0)

)
=

( −1
θ ′

3(0)

)
(7-48)

Thus, the faradaic impedance was given as equation (7-46).

7.3.2 Diffusion Impedance

The convective-diffusion impedance for the rotating disk is obtained directly from

−1
θ ′

i (0)
= Z(0)+

Z(1)

Sci
1/3 +

Z(2)

Sci
2/3 + . . . (7-49)

where −1/θ ′
i (0) is the dimensionless diffusion impedance, Z(0), Z(1), and Z(2) are the three

complex solutions to the convective diffusion impedance corresponding to three terms in the

series expansion for the axial velocity near the disk electrode, and the Schmidt number is

expressed as Sc = ν/Di, where ν = µ/ρ is the kinematic viscosity and Di is the diffusion

coefficient for the reacting species. A look-up table was implemented to enable evaluation of Z(0),

Z(1), and Z(2) at a specified frequency. The mathematical foundation is given in Section 11.3.4 of

Orazem and Tribollet[115] and is based on the work of Tribollet and Newman.[182]

7.3.3 Total Impedance

As suggested by Gharbi et al. [124], the ohmic impedance for the experimental data was

modeled by the Havriliak-Negami equation,[183] expressed as equation (2-36). Thus, the
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expression for the impedance was given as

Z = Re,HF +
Re,LF −Re,HF

(1+(jωτ)α)β
+

Rt,eff +Rd,eff

(
−1

θ ′(0)

)

1+(jω)αQ
(

Rt,eff +Rd,eff

(
−1

θ ′(0)

)) (7-50)

where −1/θ ′ (0) was given by equation (7-49). The synthetic data generated in Section 7.2.2 did

not incorporate a local CPE behavior. Thus, the Havriliak-Negami equation was replaced by the

Cole–Davidson equation[184], i.e.,

Z = Re,HF +
Re,LF −Re,HF

(1+(jωτ))β
+

Rt,eff +Rd,eff

(
−1

θ ′(0)

)

1+ jωC
(

Rt,eff +Rd,eff

(
−1

θ ′(0)

)) (7-51)

Figure 7-3 provided the basis for the comparison of regressed ohmic impedance parameters to

theoretical values.

7.4 Regression Analysis on Simulations and Experimental Results

The regression was performed using an in-house program recently made available for

non-commercial use.[185] A measurement-model analysis was performed to identify

high-frequency artifacts, confirm consistency with the Kramers–Kronig relations at low

frequency, and identify the error structure used to weight regression. Data within the frequency

range of 99.8 kHz to 9.98 mHz were found to be free of artifacts.

The nonlinear complex regression was performed using a weighted Levenberg–Marquardt

algorithm that implemented the python package lmfit, a wrapper/extension of the leastsq function

of scipy. In turn, the scipy function leastsq is described as a wrapper around MINPACK’s lmdif

and lmder algorithms.[186] MINPACK is a set of solvers/minimizers written in Fortran at the

Argonne National Laboratory.

7.4.1 Results from Simulations and Experiment

Regression of equation (7-51) was performed for synthetic data generated by the methods

presented in Section 7.2.2. Regression of equation (7-50) was performed for the experimental

data collected as described in Section 7.1.1.

157



7.4.1.1 Synthetic data

Synthetic data were generated for ferri/ferrocyanide redox species (10 mM each) in a

supported electrolyte at a disk rotation speed of 800 rpm. Normally distributed noise, with

σ = 0.0001|Z| Ωcm2, was added to the synthetic data, i.e.,

Zr = Zr,model +Nr(µ,σ
2) (7-52)

and

Zj = Zj,model +Nj(µ,σ
2) (7-53)

where the means of independent normal distributions Nr and Nj had value µ = 0. The regressions

were weighted by the inverse of the variance of the assumed stochastic error structure.[47] The

added noise was smaller than values found experimentally, but larger than the errors expected for

the numerical simulations.

Two sets of kinetic parameters were considered, shown in Figure 7-1, and the corresponding

polarization curves are shown in Figure 7-4. Symbols mark the potentials at which impedance

was calculated and subjected to regression analysis. The potential is referenced to an electrode of

the same kind such that the open-circuit potential is equal to zero. The values of J were obtained

from the regression analysis.

Regression results are presented in Table 7-2 for small values of J at open-circuit and

anodic potentials, in Table 7-3 for small values of J at cathodic potentials, and in Table 7-4 for

Table 7-1. Parameters used in the simulation for the disk electrode with mass transfer. Results
shown in Figure 7-4 and Tables 7-2–7-4.

Parameter J = 0.25 - 0.34 J = 1.9 - 2.1
K3 and K4, A/cm mol 500 2250
b3 and b4, V−1 19.5 19.5
C0, µF/cm2 20 20
ν , cm2/s 0.01 0.01
D3, cm2/s 8.96×10−6 8.96×10−6

D4, cm2/s 7.39×10−6 7.39×10−6

ρ , Ωcm 3.52 7.04
Ω, rpm 800 800
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Figure 7-4. Calculated polarization curve generated for ferri/ferrocyanide redox species (10 mM

each) in a supported electrolyte at a disk rotation speed of 800 rpm with J as a
parameter. Symbols mark the potentials at which impedance was calculated and
subjected to regression analysis. Potential is referenced to an electrode of the same
kind such that the open-circuit potential is equal to zero. (Taken from You et al.
[177])

Table 7-2. Parameter estimates from regression of equation (7-51) to synthetic impedance data
with J = 0.25 to 0.34 for open-circuit and anodic potentials. The notation A 1/4
signifies anodic potential with i = ilim/4. The potential is referenced to an electrode of
the same kind, such that the potential at open-circuit is equal to zero.

Parameter OC (0 V) A 1/4 (0.0202 V) A 1/2 (0.0439 V) A 3/4 (0.787 V)
Sc 1209.2±1.7 1260.0±1.6 1321.6±1.3 1389.8±0.93
Re,HF, Ωcm2 1.38020±0.00018 1.38010±0.00017 1.38010±0.00015 1.38000±0.00013
C, µF/cm2 19.9920±0.0060 19.9920±0.0054 19.9920±0.0044 19.9960±0.0034
Rd, Ωcm2 10.6910±0.0013 12.1260±0.0013 17.0390±0.0015 35.261±0.0024
Rt, Ωcm2 5.13240±0.00066 5.33340±0.00063 5.86760±0.00061 7.10670±0.00070
Re,LF, Ωcm2 1.4863±0.00041 1.48660±0.00039 1.48710±0.00033 1.48800±0.00028
τ , ms 7.17±0.10 7.201±0.098 7.256±0.086 7.402±0.075
β 0.6385±0.0051 0.6384±0.0047 0.6380±0.0041 0.6350±0.0036
χ2/ν 13.0 11.1 7.9 7.0
Calculated Results
Re,LF/Re,HF −1 0.0769 0.0771 0.0775 0.0783
J 0.342 0.329 0.299 0.247
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Table 7-3. Parameter estimates from regression of equation (7-51) to synthetic impedance data
with J = 0.26 to 0.34 for cathodic potentials. The notation C 1/4 signifies cathodic
potential with i = ilim/4. The potential is referenced to an electrode of the same kind,
such that the potential at open-circuit is equal to zero.

Parameter C 1/4 (-0.0221 V) C 1/2 (-0.0473 V) C 3/4 (-0.0844 V)
Sc 1175.0±1.6 1155.3±1.3 1169.5±0.86
Re,HF, Ωcm2 1.38010±0.00018 1.38010±0.00017 1.38000±0.00013
C, µF/cm2 19.9910±0.0059 19.9920±0.0050 19.9930±0.0035
Rd, Ωcm2 11.1270±0.0014 15.4540±0.0015 32.0740±0.0021
Rt, Ωcm2 5.16156±0.00066 5.5840±0.00064 6.6431±0.00065
Re,LF, Ωcm2 1.48640±0.00042 1.48690±0.00037 1.48760±0.00028
τ , ms 7.17±0.11 7.269±0.095 7.358±0.075
β 0.6387±0.0050 0.6358±0.0045 0.6353±0.0036
χ2/ν 12.7 10.5 7.0
Calculated Results
Re,LF/Re,HF −1 0.0770 0.0774 0.0780
J 0.340 0.315 0.264

larger values of J. The corresponding values of Re,LF/Re,HF −1 and J are presented as open

circles in Figure 7-3. The results show that reactions influenced by mass transfer yield the same

result as was found for the secondary current distributions for which reactions are independent of

mass transfer.

7.4.1.2 Experimental data

The polarization curve is presented in Figure 7-5 for a gold electrode rotating at 800 rpm in

an electrolyte containing a ferri/ferrocyanide redox species (10 mM each) in a 0.5 M KCl

electrolyte. The potential at which impedance measurements were collected is represented by a

dashed line. The impedance measurements were collected after the polarization curves were

obtained for different rotation speeds, after an elapsed time of about 4 hours. The impedance

analysis was performed in two parts: The measurement model was used to identify the error

structure of the data, and equation (7-50) was then regressed to the portion of the measurement

found to be consistent with the Kramers–Kronig relations using the stochastic error structure to

weight the regressions.
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Table 7-4. Parameter estimates from regression of equation (7-51) to synthetic impedance data
with J = 1.9−2.1. The notation A 3/4 signifies anodic potential with i = 3ilim/4. The
potential is referenced to an electrode of the same kind, such that the potential at
open-circuit is equal to zero. Regression could be achieved only for C held fixed at the
input value.

Parameter C 3/4 (-0.116 V) A 3/4 (0.109 V)
Sc 1245.1±2.3 1444.3±2.1
Re,HF, Ωcm2 2.7618±0.00069 2.7618±0.00062
C, µF/cm2 20 20
Rd, Ωcm2 25.9340±0.0047 29.367±0.0046
Rt, Ωcm2 1.7074±0.0016 1.8169±0.0015
Re,LF, Ωcm2 2.9296±0.0012 2.9309±0.0010
τ , ms 9.03±0.30 9.09±0.27
β 0.681±0.014 0.682±0.012
χ2/ν 59.0 46.8
Calculated Results
Re,LF/Re,HF −1 0.061 0.061
J 2.06 1.93
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Figure 7-5. Polarization curve for a rotation speed of 800 rpm. The dashed line is the potential at

which impedance measurements were collected. (Taken from You et al. [177])
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7.4.2 Measurement Model Analysis

The approach developed by Agarwal et al. [187, 188, 189] was used to show that data

within the 99.8 kHz to 9.98 mHz frequency range were consistent with the Kramers–Kronig

relations. The measurement model was used to filter minor lack of replication between the five

repeated measurements, and the resulting estimates of the standard deviations of the stochastic

part of the measurement are presented in Figure 7-6(a) as a function of frequency. The results

showed that, while scattered, the standard deviations for the real and imaginary parts of the

impedance were equal, in agreement with expectations for Kramers–Kronig -consistent data.

A model was fit to the results shown in Figure 7-6(a) and found to be

σr = σj = σ = 0.01193±0.00053 (7-54)

Equation (7-54) is presented as a dashed line in Figure 7-6(a). The standard deviations of

impedance measurements made under potentiostatic modulation are generally assumed to be

roughly proportional to the modulus of the impedance measurement, but equation (7-54) and

Figure 7-6(a) suggest that, instead, the standard deviations of the present impedance

measurements are independent of impedance. The standard deviations normalized by the

modulus, presented in Figure 7-6(b), demonstrate the nonsuitability of using modulus weighting

to regress the present data. Equation (7-54) is represented by a dashed line in Figure 7-6(b).

The error structure depends greatly on the algorithms employed by the manufacturers of the

impedance instrumentation. The results shown in Figure 7-6 illustrate the importance of using a

tool such as the measurement model program to assess the experimental error structure.

7.4.3 Process Model Analysis

Equation (7-50) was regressed to the impedance spectra collected at the open-circuit

potential for a gold disk rotation at 800 rpm. The error structure given as equation (7-54) was

used to weight the Levenberg–Marquardt regression. The data and the resulting fit are presented

in Figure 7-7.
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Figure 7-6. Stochastic error structure for the impedance measurements: a) standard deviations for
real and imaginary parts of the impedance and b) standard deviations for real and
imaginary parts of the impedance normalized by the magnitude of the impedance.
The dashed line is the model for the error structure given by equation (7-54). (Taken
from You et al. [177])
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Figure 7-7. Replicated impedance data in Nyquist format. The line represents the fit of equation
(7-50) to the impedance spectra. (Taken from You et al. [177])
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The model comprised nine parameters, of which three can be attributed to incorporation of

the Havriliak-Negami equation. Regression with all nine parameters resulted in some parameters

with confidence intervals that included zero. To achieve a regression with statistically significant

parameter estimations, β was fixed to 0.7, a value close to that obtained by regression of the

Havriliak–Negami equation to synthetic impedance data.[124] The results are presented in Table

7-5. The ξ 2/ν statistic has values on the order of 5. Nominally, a good fit should have a value

χ2

ν
= 1+

√
2
ν

(7-55)

where ν is the degree of freedom for the regression. In the present case, ν = 132, and the values

reported in Table 7-5 can be compared to 1+
√

2/ν = 1.12.

7.5 Insight from Synthetic and Experimental Data

Both synthetic and experimental data provide insight into the role of the complex ohmic

impedance for electrochemical studies.

7.5.1 Synthetic Data

The ohmic impedance associated with primary and secondary current distributions was

obtained by subtraction of the calculated interfacial impedance from the calculated impedance,

following equations (7-7)–(7-9). The results, given in Figure 7-2, show that the high-frequency

asymptote approaches the expected value of 1/4[108] for all values of J. The relationship for

scaled difference between high- and low-frequency ohmic impedance as a function of J,

calculated in the present work, extends the analysis of Newman[113] by two orders of magnitude

and extends the analysis of Huang et al. [114, 115] by one order of magnitude. The error in the

value of Re,LF/Re,HF−1 for J = 100 by Huang et al. [114, 115] can be attributed to use of a mesh

size that is too large.

The synthetic data for the ferri/ferrocyanide system were subjected to the same regression

analysis as used for experimental data. The Schmidt number for ferricyanide is on the order of

1120, and the Schmidt number for ferrocyanide is on the order of 1350. The Schmidt number

reported in Tables 7-2 and 7-4 is 1390–1444 at i/ilim = 3/4 under anodic potentials, for which
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Table 7-5. Parameter estimates from regression of equation (7-50) to the impedance data shown
in Figure 7-7.

Parameter 1 2 3 4 5

Sc 1198.2±4.0 1204.2±2.9 1206.4±2.9 1209.4±3.2 1211.0±2.8

Re,HF, Ωcm2 2.8496±0.0044 2.8537±0.0034 2.8590±0.0036 2.8573±0.0041 2.8577±0.0038

Q, µF/cm2s1−α 228±15 201.4±9.9 180.9±9.5 172±10 155.7±8.8

Rd, Ωcm2 11.3688±0.0047 11.3680±0.0038 11.3718±0.0040 11.3735±0.0043 11.3834±0.0037

Rt, Ωcm2 0.8266±0.0076 0.8412±0.0058 0.8425±0.0060 0.8415±0.0069 0.8311±0.0064

α 0.7690±0.0064 0.7775±0.0049 0.7858±0.0052 0.7887±0.0059 0.7961±0.0055

∆Re, Ωcm2 0.1202±0.0046 0.1137±0.0036 0.1109±0.0038 0.1119±0.0041 0.1093±0.0036

β 0.7 0.7 0.7 0.7 0.7

τ , ms 6.29±0.87 7.14±0.80 7.44±0.89 6.56±0.85 5.71±0.67

χ2/ν 6.6 4.0 4.5 5.6 4.8

Calculated Results

Re,LF/Re,HF −1 0.0422± 0.0016 0.0399±0.0013 0.0389±0.0014 0.0392±0.0015 0.0383±0.0013

J 4.391±0.041 4.321±0.030 4.32±0.032 4.325±0.036 4.379±0.034

Ceff, µF/cm2 29.4 29.1 29.1 28.5 28.0
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oxidation of ferrocyanide is expected to dominate. The Schmidt number reported in Tables 7-3

and 7-4 is 1170–1245 at i/ilim = 3/4 under cathodic potentials, for which reduction of

ferricyanide is expected to dominate. The Schmidt number reported in Table 7-2 at open circuit is

1209. Regressed values for Rt and Rd increase as the magnitude of the potential increases in both

anodic and cathodic directions, in agreement with equations (7-41) and (7-47) and with

experimental observation.[142] The most important observation for the present work is that the

values of Re,LF/Re,HF −1 fall on the same curve (Figure 7-3) as was calculated for the secondary

current distribution.

7.5.2 Experimental Data

The values reported in Table 7-5 are on the order of 1200, a value that is, as expected,

between the values for ferricyanide and ferrocyanide. The capacitance was estimated using the

formula derived by Brug et al. [190], i.e.,

Ceff = Q1/α

(
Re,HFRt

Re,HF +Rt

)(1−α)/α

(7-56)

The values between 28 and 29 µF/cm2 are typical of those expected for a double-layer

capacitance.

The value of J = 4Re,HF/πRt was found to be about 4.3, and the confidence interval

reported was obtained from Monte Carlo calculations. The value of ∆Re/Re,HF or Re,LF/Re,HF −1

was found to be smaller than that expected for J = 4.3 in Figure 7-3. As suggested by Orazem et

al. [191] and by Wang et al. [192], the value of the Schmidt number obtained by regression is

influenced by elapsed time, suggesting formation of a film on the electrode surface.

The simulations presented in Section 7.2 were repeated with a film on the electrode surface

of thickness δ = 1 µm and with uniform resistivity. The results of the simulation and the results

form the regression analysis are presented in Figure 7-8. The film thickness of 1 µm was chosen

because it could be resolved by finite-element calculations. While the film thickness for the

present system is expected to be much smaller than 1 µm, other calculations for different film
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Figure 7-8. Normalized difference between high- and -low frequency values of the ohmic
resistance for a disk electrode covered by a film of uniform resistivity and a thickness
of 1 µm as a function of J = 4Re,HF/πRt. Symbols show the values obtained from the
regression of the spectra shown in Figure 7-7. (Taken from You et al. [177])

thicknesses for which δρf was fixed yielded almost identical results. The relevant quantity is

Rf/Re,HF, also shown in Figure 7-8.

As shown in Table 7-5, the Schmidt number increased with elapsed time. This behavior is

similar to that reported by Orazem et al. [191] and by Wang et al. [192] and was attributed to

formation of a film. The value of Re,LF/Re,HF −1 decreased with elapsed time, and, as shown in

Figure 7-8, an increase in film resistance causes a reduction of Re,LF/Re,HF −1.

Experiments were performed immediately after the electrode was polished, but, for these

measurements, regression analysis did not yield statistically significant values for

Havriliak-Negami parameters. The ohmic impedance cannot be resolved for all impedance

measurements. For cases where the ohmic impedance parameters cannot be obtained by

regression, the best alternative is to truncate the data at frequencies above the characteristic

frequency given by equation (2-35). This will eliminate the effect of the ohmic impedance, as

discussed by Huang et al. [123] and by Wang et al. [192]. For the present work, the values

reported in Table 7-5 yield a characteristic frequency for ohmic impedance on the order of
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1.9 kHz. The corresponding value for the faradaic reaction is 6.6 kHz, suggesting that the ohmic

impedance plays a discernable role throughout the faradaic loop shown in Figure 7-7. The overlap

of ohmic and faradaic impedance loops is consistent with the observed value of J, given by

equation (2-34), that is larger than unity.

The significance of the present work is that it shows, for the first time, that the ohmic

impedance predicted by Huang et al. [122, 114, 123] could be resolved experimentally. A similar

conclusion was presented by Gharbi et al. [124], but that work employed a simplex regression

routine which is subject to over fitting. Subsequent efforts to employ Levenberg–Marquardt

algorithms to regress the data reported in Gharbi et al. [124] were unsuccessful, suggesting that

the ohmic impedance parameters obtained were not statistically significant. In the present work,

the ohmic impedance parameters both have statistical significance and are in full agreement with

simulations that account for the influence of a film on the electrode surface.
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CHAPTER 8
OHMIC IMPEDANCE DATA INTERPRETED BY MEASUREMENT MODEL

The objective of the present work in this Chapter was to use the measurement model to

interpret the impedance data complicated by the ohmic impedance without using the process

model. The measurement model analysis was used to extract capacitance and ohmic resistance for

different electrochemical systems having the ohmic impedance with the influence of the mass

transfer. Process models accounting for the ohmic impedance were also discussed as alternatives

to interpret impedance data and confirm the results from measurement model analysis. The

measurement model could provide a insight to estimate characteristic frequency above which the

electrode geometry distorted the impedance spectra.

8.1 Simulation and Experimental Method

The present work represents a combination of experimental and numerical approaches.

8.1.1 Simulation

Finite-element simulation was used to study the current and potential distribution associated

with the mass transfer on the rotating disk electrode. This work was performed using COMSOL

Multiplysics® 5.2. Governing equations for the steady state were solved by the full-coupled

approach utilizing Newton–Raphson method, and the governing equations for the impedance

calculations were solved by the direct linear solver. The COMSOL Multiplysics® software was

running on a Dell precision workstation T7400 with two E5410 2.33GHz Intel® Xeon®

processors and 32 GB of RAM.

The development of mathematical model was very similar as described in section 7.2.2. The

current model solved for the same form of governing equations with the same boundary

conditions. In this system, only one cathodic reaction was considered on the electrode surface and

system accounts for both the pure capacitance and CPE behavior. At the steady state, the

contribution of the charging current density was equal to zero and boundary conditions at the

electrode surface was expressed as

i = iF =−Kcci(0)exp(−bcV ) (8-1)
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and

Ni =− si

nF
iF (8-2)

where Kc is the reaction rate constant, bc is the cathodic coefficient, si is the stoichiometric

coefficient, and n is the number of electrons transferred in the electrochemical reaction. Equation

(8-1) assumed that the cathodic reaction dominated and the anodic reaction could be neglected.

The boundary conditions far away from the electrode were given by

Φ = 0 (8-3)

and

ci = ci(∞) (8-4)

In the frequency domain, boundary conditions for the current density at the electrode surface were

given by

ĩ = Kcbcci(0)exp(−bc(Φm −Φ0))(Φ̃m − Φ̃0)−Kcexp(−bc(Φm −Φ0))c̃i(0)+ jωCdl(Φ̃m − Φ̃0)

(8-5)

for a system with a capacitance, or

ĩ = Kcbcci(0)exp(−bc(Φm −Φ0))(Φ̃m − Φ̃0)−Kcexp(−bc(Φm −Φ0))c̃i(0)+(jω)αQ(Φ̃m − Φ̃0)

(8-6)

for a system with a CPE behavior. The boundary condition for the net flux at the electrode surface

were given by

Ñi =− si

nF
ĩF (8-7)

Thus, the overall impedance was calculated by The overall impedance was calculated as

Z =

(
2
r2

0

∫ r0

0

ĩ(r,0)

Φ̃m
rdr

)−1

(8-8)

For a disk electrode, frequency dispersion could be found due to the non-uniform potential and

current distribution.[49] The characteristic frequency caused by the disk geometry could be
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expressed as

fc =
1

2πr0ρCdl
(8-9)

or

fc =
1

2π

(
1

Qr0ρ

)1/α

(8-10)

where r0 is the radius of the disk and ρ is the resistivity of the electrolyte. Equations (8-9) could

be used for the system with a capacitance and (8-10) could be used for the system having a CPE

behavior associated with the surface distribution. The characteristic frequency associated with the

faradic reaction could be expressed as

fRt =
1

2πRtCeff
(8-11)

where Rt is the charge-transfer resistance. The effective capacitance Ceff was equal to Cdl for the

system with a capacitance. For the system with a CPE behavior associated with a surface

distribution, the effective capacitance developed by Brug et al. [190] could be expressed as

Ceff = Q1/α

(
ReRt

Re +Rt

)(1−α)/α

(8-12)

8.1.2 Experimental Method

The impedance data was measured on a 5 mm diameter platinum disk electrode with a

rotation speed of 120 rpm. The disk was immersed in 1M KCl solution with 0.01M K3Fe(CN)6

and 0.01M K4Fe(CN)6 as supporting electrolyte. The impedance data was collected by Solatron

1286 potentiostat and 1250 frequency-response analyzer (FRA). Matched two-channel Kemo

VBF8 48 low-pass Butterworth analog filter was used in the experiment and Long (1% closure

error) auto-integration option of the FRA was used on the current channel. The potentiostatic

modulation was 10 mV peak-to-peak and the measurements were performed at 1/4 of the

mass-transfer-limited current density condition. The frequency range was between 0.02 Hz to

4.61 kHz and the elapsed time for the measurement was over 10 hours.
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8.2 Regression of Measurement Model to Experimental and Simulation Results

The measurement model was regressed to the impedance calculations from the numerical

simulation, and to the impedance data from the experimental measurements for a rotating disk

electrode. Process models accounting for the ohmic impedance were also regressed to the

impedance data as alternatives to extract the value of the capacitance and ohmic resistance.

Complex non-linear Levenberg-Marquardt regression was used in the regression. The weighting

method was the modulus weighting assuming 0.2% normally distributed errors for the synthetic

data, and the stochastic error structure weighting for the experimental data. In the present work,

the regression was performed in a Python-based program [185] and available for noncommercial

use under the terms of the GNU General Public License, version 3.

8.2.1 Numerical Simulation with a Capacitance

Two different ratios of fc/ fRt were chosen under half-limiting current density condition in

the present work. For case I, fc/ fRt is equal to 492, in which two characteristic frequencies were

far away from each other. The synthetic data for this case with Ω = 120 rpm, r0 = 0.1 cm, ν =

0.01 cm2/s, ρ = 10 Ωm, Kc = 11 A/cm2, bc = 19.9 V−1, Di = 2×10−5 cm2/s, ci(∞) = 2

mol/cm3, and Cdl = 20 µF/cm2 is presented in Figure 8-1(a). It reveals two loops., in which the

high-frequency loop was associated with the faradic reaction, and the low-frequency loop was

caused by the mass transfer. The geometry-induced frequency dispersion at high-frequency

zoom-in region is shown in Figure 8-1(b) and the characteristic frequency calculated by (8-9) was

fc = 7.9 kHz.

The value of capacitance obtained by regression of equation (2-23) to the full impedance

spectrum was Cdl = 12.31±0.81 µF/cm2, which was smaller than the input value of Cdl = 20

µF/cm2. The value of high-frequency ohmic resistance was Re,H = 0.7881±0.0007 Ω/cm2 in

good agreement with the value of 0.7854 Ω/cm2 calculated from the Ohmic resistance for a disk

electrode, which was defined as

Re,H =
πr0ρ

4
(8-13)
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Figure 8-1. Impedance calculations in Nyquist format for the system having a capacitance on a
rotating disk electrode with Ω = 120 rpm, r0 = 0.1 cm, ν = 0.01 cm2/s, ρ = 10 Ωm,
Kc = 11 A/cm2, bc = 19.9 V−1, Di = 2×10−5 cm2/s, ci(∞) = 2 mol/cm3, and Cdl =
20 µF/cm2. The ratio of the dispersion frequency and the characteristic frequency
associated with the charge transfer is 492. The frequency range was 1 mHz to 1 MHz,
and χ2/υ = 0.93. A normally distributed error of 0.2% was added to the synthetic
data. The line represents the complex fit of the measurement model to the data using
modulus weighting: a) full impedance spectrum and b) high-frequency zoom-in
region of the impedance spectrum.
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Figure 8-2. Capacitance and ohmic resistance obtained by regression of the measurement model
to the complex impedance shown in Figure 8-1(a) for truncated frequency ranges as
functions of the maximum regressed frequencies.
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8 Viogt elements were added to the regression. Values of capacitance and ohmic resistance as

functions of maximum regressed frequencies obtained by regression of the measurement model to

truncated impedance data are shown in Figure 8-2. The value of the extracted capacitance was

close to the correct value when the maximum regressed frequencies were between fc and fRt . The

value of the ohmic resistance was close to the low-frequency Ohmic resistance Re,L = 0.8482.

The ratio of Re,L/Re,H = 1.08 agreed with the Figure 13.13 showed by Orazem and Tribollet [49]

for J = 4Re/πRt = 0.002. The correct value of the capacitance and ohmic resistance could not be

obtained from the measurement model when the maximum regressed frequency is lower than fRt

due to the effect from the mass transfer.

For case II, fc/ fRt is equal to 4.9, in which two characteristic frequencies were close and

the synthetic data of this case is presented in Figure 8-3(a). The simulated data with Ω = 120

rpm, r0 = 0.1 cm, ν = 0.01 cm2/s, ρ = 1000 Ωm, Kc = 13 A/cm2, bc = 19.9 V−1, Di =

2×10−5 cm2/s, ci(∞) = 2 mol/cm3, and Cdl = 20 µF/cm2 is shown in Figure 8-3(a). The

geometry-induced frequency dispersion at high-frequency zoom-in region is shown in Figure

8-3(b) and the characteristic frequency was fc = 79.4 Hz. The value of capacitance obtained by

regression of the measurement model with 9 Viogt elements to the full impedance spectrum was

Cdl = 10.33±1.06 µF/cm2, and the ohmic resistance was Re,H = 78.56±0.03 Ω/cm2. As shown

in Figure 8-4, the extracted values of the capacitance and the low-frequency ohmic resistance are

close to the input value of Cdl = 20 µF/cm2 and Re,L = 84.82 only if the maximum regressed

frequencies were between fc and fRt .

The percent error
∣∣(Cdl,regressed −Cdl,input)/Cdl,input

∣∣ between the regressed value and input

value for capacitance as a function of the maximum frequency of the regressed data is shown in

Figure 8-5.
∣∣(Cdl,regressed −Cdl,input)/Cdl,input

∣∣ has a maximum value of 62 % for fc/ fRt = 492 and

has a maximum value of 94% for fc/ fRt = 4.9 when fmax = 106HZ. For frequencies between fc

and fRt ,
∣∣(Cdl,regressed −Cdl,input)/Cdl,input

∣∣ is approaching 0%, which indicates that measurement

model could yield correct values for capacitance. As frequencies become lower than fRt ,
∣∣(Cdl,regressed −Cdl,input)/Cdl,input

∣∣ started to deviate from 0%
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Figure 8-3. Impedance calculations in Nyquist format for the system having a capacitance on a
rotating disk electrode with Ω = 120 rpm, r0 = 0.1 cm, ν = 0.01 cm2/s, ρ = 1000
Ωm, Kc = 13 A/cm2, bc = 19.9 V−1, Di = 2×10−5 cm2/s, ci(∞) = 2 mol/cm3, and
Cdl = 20 µF/cm2. The ratio of the dispersion frequency and the characteristic
frequency associated with the charge transfer is 4.9. The frequency range was 1 mHz
to 1 MHz, and χ2/υ = 0.91. A normally distributed error of 0.2% was added to the
synthetic data. The line represents the complex fit of the measurement model to the
data using modulus weighting: a) full impedance spectrum and b) high-frequency
zoom-in region of the impedance spectrum.
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Figure 8-4. Capacitance and ohmic resistance obtained by regression of the measurement model
to the complex impedance shown in Figure 8-3(a) for truncated frequency ranges as
functions of the maximum frequency of the regressed data.
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Figure 8-5. Percent error between regressed value and input value for capacitance as a function of
the maximum frequency of the regressed data for fc/ fRt = 4.9 and fc/ fRt = 492.
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The correct value of the capacitance and the ohmic resistance could also be obtained by

regression of the process model including the Cole-Davidson expression to impedance data,

which could be expressed as

Z = Re,H +
Re,L −Re,H

(1+ jωτ)β
+

Rt +RdZdim

1+ jωCdl(Rt +RdZdim)
(8-14)

where β and τ are parameters associated with the distribution of time constant, Rd is the diffusion

resistance, and Zdim is the dimensionless diffusion impedance, which can be obtained by using a

look-up table of the solution from the convective-diffusion impedance without the homogeneous

reaction. [49, 193] Regression of equation (8-14) to the impedance calculations for cases I and II

were presented in Figure 8-6. As shown in Figures 8-6(a) and 8-6(b), fitting curve were

overlapped with the impedance data, which represented the model provided a good fit to the

synthetic data. The value of regressed parameters and percentage error compared with the input

parameters were shown in Table 8-1. All the regressed parameters were found to be statistically

significant. The value of Cdl = 20.001±0.008 µFcm−2 for case I and Cdl = 19.996±0.022

µFcm−2 for case II, which were in good agreement with the input value of Cdl = 20 µFcm−2.

8.2.2 Numerical Simulation with CPE

Impedance calculations for the system having CPE behavior on a rotating disk electrode

with Ω = 120 rpm, r0 = 0.1 cm, ν = 0.1 cm2/s, ρ = 10 Ωm, Kc = 11 A/cm2, bc = 19.9 V−1,

Di = 2×10−5 cm2/s, ci(∞) = 2 mol/cm3, α = 0.9, and Q = 60.45 µF/s(1−α)cm2 is presented in

Figure 8-7. The characteristic frequency associated with frequency dispersion calculated by

equation (8-10) was fc = 7.75 kHz and the characteristic frequency associated with the faradic

reaction calculated by equation (8-11) was fRt = 137.6 Hz. The ratio of fc/ fRt was 56, which two

characteristic frequencies were far away from each other. The value of capacitance obtained by

regression of the measurement model with 11 Viogt elements to the full impedance spectrum was

Ceff = 8.32±0.74 µF/cm2, and the ohmic resistance was Re,H = 0.7905±0.0010 Ω/cm2. As

shown in Figure 8-8, the extracted values of the capacitance and ohmic resistance kept increasing

when the maximum regressed frequencies decreased. The value of the capacitance did not stay
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Figure 8-6. Regression of equation (8-14) to the impedance calculations. A normally distributed
error of 0.2% was added to the synthetic data. The line represents the complex fit to
the data using modulus weighting: a) fc/ fRt = 492 with χ2/υ = 0.94, and b)
fc/ fRt = 4.9 with χ2/υ = 0.90.

Table 8-1. Parameters from regression of equation (8-14) to the impedance calculations for the
system with a capacitance.

Case I Case II
Parameter Value % Error Value % Error

Sc 1027±11 2.70 985±12 -1.52
Re,H / Ωcm2 0.783±0.001 -0.31 78.44±0.04 -0.13
Re,L / Ωcm2 0.850±0.001 -0.15 84.64±0.11 -0.21
Rt / Ωcm2 469.24±0.31 -0.03 470.95±0.36 0.13
Rd / Ωcm2 486.37±0.08 -0.23 478.69±0.56 -0.96

Cdl / µFcm−2 20.001±0.008 0.01 19.996±0.022 -0.02
τ / µs 5.32±0.42 439.66±30.00

β 0.582±0.036 0.632±0.022
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Figure 8-7. Impedance calculations in Nyquist format for the system having CPE behavior on a
rotating disk electrode with Ω = 120 rpm, r0 = 0.1 cm, ν = 0.1 cm2/s, ρ = 10 Ωm,
Kc = 11 A/cm2, bc = 19.9 V−1, Di = 2×10−5 cm2/s, ci(∞) = 2 mol/cm3, α = 0.9,
and Q = 60.45 µF/s(1−α)cm2. The ratio of the dispersion frequency and the
characteristic frequency associated with the charge transfer is 56. The frequency
range was 1 mHz to 1 MHz, and χ2/υ = 0.96. A normally distributed error of 0.2%
was added to the synthetic data. The line represents the complex fit of the
measurement model to the data using modulus weighting.
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Figure 8-8. Capacitance and ohmic resistance obtained by regression of the measurement model
to the complex impedance shown in Figure 8-7 for truncated frequency ranges as
functions of the maximum frequency of the regressed data.
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constant between fc and fRt . The measurement model may not be able to extract the capacitance

for the system having the CPE behavior. This could be explained in a system with a pure CPE and

the impedance could be expressed as

Z =
1

(jω)αQ
(8-15)

Impedance given by equation (8-15) for the system having a pure CPE with α = 0.9, and Q = 60

µF/s(1−α)cm2 is shown in Figure 8-9. The value of capacitance obtained by regression of the

measurement model with 13 Viogt elements to the full impedance spectrum was Ceff = 9.93±0.27

µF/cm2. Values of capacitance as functions of maximum regressed frequencies obtained by

regression of the measurement model to truncated impedance data are shown in Figure 8-10. The

value of the capacitance increased as the maximum regressed frequency decreased. In this case,

the measurement model could not give the correct value of the capacitance. However, the correct

value of the capacitance and ohmic resistance could be obtained by regression of the process

model including the Havriliak-Negami equation [183] to impedance data, which could be

expressed as

Z = Re,H +
Re,L −Re,H

(1+(jωτ)α)β
+

Rt +RdZdim

1+(jω)αQ(Rt +RdZdim)
(8-16)

Regression of equation (8-16) to the impedance calculations was shown in Figure 8-11 and the

model provided an excellent fit to the impedance data. The regressed parameters were shown in

Table 8-2 and all the regressed parameters were found to be statistically significant. The value of

Ceff = 19.86 ± 0.14 µF/cm2 were calculated from equation (8-12) and the standard deviation

were obtained by 5000 Monte Carlo simulations assuming normally distributed errors.

8.2.3 Experimental Measurement

The impedance response for a reduction of ferricyanide on a Pt disk at rotation speed of 120

rpm was shown in Figure 8-12 and the impedance data was checked by the measurement model

error structure analysis with 10 Voigt elements to identify the frequency range that may be

considered to be consistent with the Kramers-Kronig relations. The value of capacitance obtained

by regression of equation (2-23) was Cdl = 2.5±0.5 µF/cm2, and ohmic resistance was

1.223±0.038 Ωcm2. The value of the ohmic resistance may be considered Re,H due to a

181



10-4 10-3 10-2 10-1 100 101 102 103 104
10-3

10-2

10-1

100

101

102

103

104

1 MHz

1 kHz

1 Hz

Figure 8-9. Impedance given by equation (8-15) in Nyquist format for the system having a pure
CPE with α = 0.9, and Q = 60 µF/s(1−α)cm2. A normally distributed error of 0.2%
was added to the synthetic data. The line represents the complex fit of the
measurement model to the data using modulus weighting. The frequency range was 1
Hz to 1 MHz, and χ2/υ = 0.03.

Table 8-2. Parameters from regression of equation (8-16) to the impedance calculations for the
system with CPE.

Parameter Value % Error
Sc 10231±79 2.31

Re,H / Ωcm2 0.7846±0.0010 -0.11
Re,L / Ωcm2 0.8442±0.0014 -0.47
Rt / Ωcm2 57.90±0.03 0.13
Rd / Ωcm2 86.52±0.08 -0.64

τ / µs 3.661±0.134
β 0.637±0.064
α 0.8982±0.0003 -0.20

Q / µFs(α−1)cm−2 61.35±0.16 1.48
Ceff / µFcm−2 19.86±0.14 -0.72
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Figure 8-10. Capacitance obtained by regression of the measurement model to the complex
impedance shown in Figure 8-9 for truncated frequency ranges as functions of the
maximum frequency of the regressed data.
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Figure 8-11. Regression of equation (8-16) to the impedance calculations. A normally distributed
error of 0.2% was added to the synthetic data. The line represents the complex fit to
the data using modulus weighting. χ2/υ = 0.99.
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Figure 8-12. Impedance calculations in Nyquist format for a reduction of ferricyanide on a Pt disk
at a rotation speed of 120 rpm. The line represents the complex fit of the
measurement model to the data using stochastic error structure weighting. The
stochastic error was expressed as σ = α|Zj|+ γ|Z|2 with α = 0.00088 ± 0.00015
and γ = (3.18±0.19)× 10−5 Ω−1cm−1. The frequency range was 1 mHz to 1 MHz,
and χ2/υ = 2.43.
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Figure 8-13. Capacitance and ohmic resistance obtained by regression of the measurement model
to the complex impedance shown in Figure 8-12 for truncated frequency ranges as
functions of the maximum frequency of the regressed data.
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non-uniform current and potential distribution. The characteristic frequency was calculated from

equation (8-9) to be 52.12 kHz. A sequential procedure was followed. A regression was

performed in the frequency range of 21.54 mHz to 17.66 kHz that yielded a new value for the

capacitance of 15.1±0.8 µF/cm2 that was then used to estimate the characteristic frequency. The

results are presented in Table 8-3 and in Figure 8-12. The sequential procedure may be considered

successful if the characteristic frequency calculated from equation (2-23) was larger than the

maximum regressed frequency, as is highlighted in Table 8-3. The analysis suggested that Re,H =

1.223±0.038 Ωcm2, Re,L = 1.501±0.007 Ωcm2, C = 24.2±2.8 µ/Fcm2, and fc = 4.37 kHz.

The value of the capacitance and ohmic resistance may also be obtained by regression of the

process model, which can be expressed as

Z = Re +
Rt +RdZdim

1+(jω)αQ(Rt +RdZdim)
(8-17)

Results for regression of equation (8-17) are shown in Figure 8-14 and regressed parameters are

shown in Table 8-4. The impedance data set was truncated to frequencies below the characteristic

frequency fc = 4.37 kHz and the contribution of the ohmic impedance can be eliminated. The

model provided an excellent fit to the impedance data and all the regressed parameters were found

to be statistically significant. The value of Ceff = 2.08 ± 0.36 µF/cm2 were calculated from

equation (8-12) and the standard deviation were obtained by 5000 Monte Carlo simulations

assuming normally distributed errors. Sample Histograms for Ceff calculated by equations (2-23)

and (8-12) with 5000 Monte Carlo simulations assuming normally distributed errors are shown in

Figure 8-15. Overlapped histograms suggests that the capacitance obtained by use of the Brug

formula and the measurement model differed slightly.
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Table 8-3. Results for the sequential regression of the measurement model to the data presented in
Figure 8-12 over a frequency ranging from fmax to 21.54 mHz.

fmax/ Hz Re/ Ωcm2 C /µFcm−2 fc,est/ Hz
38,051 1.223±0.038 2.5±0.5 52,116
17,662 1.405±0.006 15.1±0.8 7,511
9,932 1.439±0.008 19.4±2.4 5,704
6,767 1.451±0.018 20.6±4.3 5,314
5,581 1.484±0.004 23.3±1.3 4,612
4,610 1.439±0.005 23.7±1.9 4,495
3,805 1.501±0.007 24.2±2.8 4,374
3,141 1.508±0.010 24.6±3.9 4,295
2,592 1.523±0.014 25.1±5.6 4,158
1,766 1.572±0.019 26.95±3.4 3,757
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Figure 8-14. Regression of equation (8-17) to the measured impedance data over a frequency
ranging from 21.54 mHz to 3.81 kHz. The line represents the complex fit to the data
using stochastic error structure weighting. The stochastic error was expressed as
σ = α|Zj|+ γ|Z|2 with α = 0.00088 ± 0.00015 and γ = (3.18±0.19)× 10−5

Ω−1cm−1. χ2/υ = 99.98.
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Figure 8-15. The distribution of Ceff obtained by 5000 Monte Carlo simulations for the
experiment measurements and the errors were assumed normally distributed.

Table 8-4. Parameters from regression of equation (8-17) to the measured impedance data over a
frequency ranging from 21.54 mHz to 3.81 kHz.

Parameter Value
Sc 1240.7±7.0

Re / Ωcm2 1.358±0.014
Rt / Ωcm2 3.204±0.016
Rd / Ωcm2 33.416±0.016

α 0.8999±0.0029
Q / µFs(α−1)cm−2 61.35±1.20

Ceff / µFcm−2 20.8±0.36
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CHAPTER 9
CONCLUSIONS

Several projects were conducted to solve for problems on different electrochemical systems

and conclusions were drawn based on each individual work. The first project was to develop a

mathematical model for localized corrosion of copper used in Canadian used nuclear fuel

containers. The second project was to use impedance measurements to understand physics and

chemistries behind QLED devices. Three projects solved different fundamental problems on

impedance spectroscopy.

9.1 Mathematics Model for Localized Corrosion of Copper

The model included coupled, nonlinear, diffusion equations for ionic species, which

included the contribution of migration, local electroneutrality, and homogeneous reactions. The

anodic and cathodic regions were not predefined but, instead, were determined by values of local

concentration and potential from the simulation results. The growth of nm-scale films was

calculated implicitly without using finite-element meshing and surface coverage was expressed in

terms of the thickness in units of monolayers. The model also accounted for the effect of porous

CuCl film thickness on the surface oxygen concentration and potential applied on electrochemical

reactions. The influence of temperature was included on model parameters such as equilibrium

rate constant, diffusion coefficient, Henry’s law constant, solubility product constant and kinetic

parameters associated with electrochemical reactions. Transient droplet temperature was

described by interpolating results from a one-million-year simulation for the temperature change

on the used fuel container surface. A total of 28 dependent spatial-temporal variables including

species’ concentrations, potentials and local corrosion rate were solved in this model.

In the current version of model, two extreme conditions were chosen such that droplet

boundary has a faster or slower rate of oxygen decay for an initially air-saturated droplet. The

model showed a 10-year time-dependent radial distribution of anodic and cathodic current

density, surface coverage of CuCl film and Cu2O film, and localized corrosion rates and depths. It

also showed a distribution of pH, potential, and concentrations of dissolved gaseous and ionic

species through the entire droplet. Temperature and oxygen concentration were shown to have a

strong contribution to the simulation results. The model showed formation of Cu2O film and
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pitting corrosion is possible as a perforation of the cuprous oxide film. Simulations showed that

the depth of corrosion was almost uniform over the elapsed time simulated and the maximum

deviation from the average corrosion depth was less than 0.0004% for slower oxygen decay and

less than 0.002% for faster oxygen decay in 10 years. The model could be used to explore the

influence of different parameters on the localized corrosion rate and depth, film thickness and

growth, and each individual current profiles. The parameters could be adjusted to conform to the

DGR environment.

9.2 Impedance Measurements on QLED Devices

Impedance measurements were performed on red and green QLED devices. The impedance

spectra was characterized by a high-frequency capacitive loop that was interpreted in terms of the

physical properties of the hole-injection layer. The CPE parameters Q and α is related to layer

thickness, dielectric constant, and a parameter ρδ related to the power-law distribution of

resistivity in the layer. Independent measurement of layer thickness, capacitance obtained using a

Voigt measurement model, and the formula derived under assumption of a power-law resistivity

distribution was used to obtain dielectric constant and ρδ for the hole-injection layer. The present

work demonstrates a way to extract useful parameters, which can be used to the characterize the

properties of the QLED devices.

9.3 Application of The Kramers-Kronig Relations to Multi-Sine Electrochemical
Impedance Measurements

Impedance measurements and model system simulations with single-sine and multi-sine

excitations were performed for non-stationary systems. The obtained impedance results were

tested for the compliance with Kramers–Kronig relations with measurement model methods. The

non-stationary experimental measurements were performed on a Li/SOCl2 primary battery with

moderated DC offset. Both nonlinear measurement model and linear measurement model

methods showed that the obtained impedance spectra with single-sine excitation were inconsistent

with Kramers–Kronig relation; whereas, the multi-sine spectra were consistent with the

Kramers–Kronig relations. The non-stationarity was simulated with linear and exponential

increase in the charge transfer resistance. In both cases the calculated impedance spectra with
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single-sine signals were found to be inconsistent with the Kramers–Kronig relation. On the other

hand, the calculated impedance spectra with multi-sine signals were found to be consistent with

the Kramers–Kronig relations.

The present work demonstrates that the validity of multi-sine impedance spectra cannot be

assessed by use of the Kramers–Kronig relations. The coherence function, used primarily to

detect issues with nonlinear responses, is only modestly sensitive to nonstationarity during the

course of a multi-sine measurement.

Though the Li/SOCl2 battery was used as the sample, the results obtained are universal and

the conclusions are relevant well-beyond this sample. In any measurement involving a sample

that is not stationary within the timescale of the measurement, a multisine EIS experiment will

exhibit data that is compatible with the Kramers-Kronig relations. Therefore, a full Fourier

domain analysis is necessary for evaluation using the non-excited frequencies.

9.4 Experimental Observation of Ohmic Impedance

A regression analysis of impedance data showed that parameters associated with the ohmic

impedance could be resolved with statistical significance. The regression analysis was preceded

by a measurement model analysis which restricted the frequency range to that which was

consistent with the Kramers–Kronig relations and yielded a mode for the stochastic error

structure, subsequently employed to weight the regression analysis. The standard deviation was

not proportional to the modulus of the impedance, as is usually assumed. This surprising result

demonstrates the importance of the measurement model as a tool for experimental determination

of error structure.

The presence of ohmic impedance, predicted by numerical simulations, was confirmed by

experimental observation. Numerical simulations showed that the dependence of regressed ohmic

impedance parameters Re,LF and Re,HF on J was consistent with the formation of a film on the

electrode surface. The Havriliak–Negami equation used to fit the ohmic impedance employs four

parameters; whereas, an ohmic resistance requires only one parameter. As the ohmic impedance

makes only a small contribution to the overall impedance, it can therefore be difficult to resolve
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the ohmic impedance. Even if unresolved, the presence of an ohmic impedance can confound

interpretation of impedance spectra by regression analysis. Thus, the best practice, if the ohmic

impedance parameters cannot be regressed, is to truncate the data above the characteristic

frequency for the ohmic impedance given by equation (2-35). As shown by Liao et al. [47], the

measurement model employed in Section 7.4.2 can be used to estimate the parameters needed to

calculate the characteristic frequency.

9.5 Measurement Model Interpretation of The Impedance Data Complicated by Ohmic
Impedance

Measurement model was shown to give the correct value of the capacitance for the system

with a capacitance, but a wrong value for the system having a local CPE behavior. Ohmic

impedance could also be fitted by the process model including the Cole-Davidson or

Havriliak-Negami equation. The value of the effective capacitance for the system with a CPE

could be calculated by the Brug formula using regressed parameters. Even the measurement

model could not give the correct value of the interface capacitance in case of local CPE, it could

be used to identify which portion of the data was affected by the ohmic impedance and to

calculate the effective capacitance by eliminating the frequencies above the geometry-induced

dispersion frequency.
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CHAPTER 10
FUTURE WORK

Future work for the mathematic model for localized corrosion of copper is discussed in

section 10.1. Future work for the development of a 1-D mathematic model for N-type

semi-conductor is discussed in section 10.2, which could be extended to a mathematic model for

QLED devices.

10.1 Mathematical Model for Localized Corrosion of Copper

Several future works are proposed for the Mathematical Model for Localized Corrosion of

Copper, including modification of droplet size and shape, sensitivity analysis, exploration of

influence of predefined pits, and adding other Possible Reaction Mechanisms.

10.1.1 Modify Droplet Size And Shape

A fixed dimension of the droplet was used to study the localized corrosion of copper in the

current version of program, but the environment in the Canadian deep geological repository will

go from dry and warm to wet and cold conditions. Humanity will also change accordingly and

droplet size will be affected. Many studied showed that the size of the droplet could affect the

corrosion. Xiao et al. [194, 195] studied effect of droplet size on electrochemical distributions

and local corrosion kinetics for pure iron under a saline droplet. The simulation results suggested

that initiation and development of localized corrosion are likely to be found at Evans droplet with

a symmetric electrochemical corrosion distribution. Different droplet sizes could result in

significant differences in the control mechanisms of local corrosion kinetics between different

locations under the droplets. Li et al. [196] studied the atmospheric corrosion of carbon steel

under NaCl droplet. The experiment results showed that mass-transfer current density for oxygen

reduction increased as droplet size decreased. Different droplet height and radius in the current

model could be chosen to explore the influence of droplet size on corrosion copper. Reasonable

ranges of droplet size could be determined by the humidity in the Canadian deep geological

repository. The current version of model was built in the 2-D axisymmetric geometry. To account

for the influence of droplet shape on corrosion of copper, the model could also be extended to a

3-D geometry using a hemispherical shape with different contact angles. The results from the 3-D

geometry could be compared to the results from 2-D geometry.
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10.1.2 Perform Sensitivity Analysis Of The Mathematic Model

The current version of program has a large number of parameters as shown in Table 4-1.

Some parameters are from literature, some are selected to yield good results, and some are

arbitrary. The parameters labelled with ⋆ were adjusted from literature to increase the stability of

model. While the number of parameters is very large, the impact of each parameter is constrained

by the model. A parametric study may be used to identify reasonable ranges of values. These

studies may be informed by experimental results, thermodynamic calculations, and the best

available information taken from the literature. The simulation results also showed that oxygen

and temperature have a large contribution on corrosion of copper. Besides having two different

oxygen decays at the droplet boundary, the oxygen boundary conditions could be chosen such

that the droplet boundary could either has an infinite supply of oxygen or it could have no external

supply of oxygen for an initially air-saturated droplet. The current model runs 10 year

time-dependent simulations. Temperature interpolated from Guo’s data [144] showed that

temperature still elev ates after 10 years. The simulated elapsed time in the model could be

increased to more than 10 years to explore the influence of higher temperature on corrosion of

copper. The completed model will have greatest utility as a tool to evaluate possible scenarios in

the Canadian deep geological repository.

10.1.3 Explore Influence Of Predefined Pits In The Corrosion Model

Cavities or holes may be produced in the copper caused by the pitting corrosion. Pitting is

normally initiated by the localized damage to the oxide film or protective coatings. The Current

model shows almost uniform corrosion and formation of cuprous oxide film. Surface coverage for

cuprous oxide film has reached 1634 monolayer thickness (1.634 µm) for slower oxygen decay

and 160 monolayer thickness (0.16 µm) for faster oxygen decay. Pitting corrosion is possible as a

perforation of the cuprous oxide film and a predefined pit could be added to the current geometry

and the normal depth of the pit could be from a few microns to 50 µm. [197] Results of corrosion

depth and rate for model with predefined pit could be compared with the simulation results for

model with initially bare copper metal under a droplet.
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10.1.4 Add Other Possible Reaction Mechanisms

The current model accounts for a large amount of reactions including 6 electrochemical

reactions, 3 homogeneous reactions involving films formation and other 15 homogeneous

reactions involving copper chloride complex, copper hydroxide complex, copper carbonate

complex and superoxide species. As discussed in section2.1.2, nitric acid could be produced

through γ radiation in the humid air at the early stage after placement of used nuclear fuel

container. Hall et al. [13] showed that maximum corrosion depth caused by oxygen for the used

fuel container in the Canadian generic DGR environment was estimated to be 80 µm and

maximum corrosion depth caused by radiation was estimated to be 9.4 µm. Even thought

corrosion depth affected by oxygen was estimated to be dominant, it’s still necessary to account

for the influence of radiation on the corrosion of copper. At the later stage after placement of used

nuclear fuel container, sulphate was likely to be produced microbiologically or by minerals that

contains sulphate, which could cause copper corrosion. However, the current model runs the

10-year simulation at the initial stage after the used fuel container placement. It’s worthwhile to

introduce corrosion mechanisms related to sulphate when simulations extends to longer elapsed

time.

10.2 One-Dimensional Model for N-Type Semi-Conductor

A one-dimensional mechanistic model including the QLED multi-layer structure could be

developed to better understand the degradation mechanism. The initial stage of development of

1-D model for N-type semi-conductor is described in this section.

10.2.1 Mathematical Development

A one-dimensional model for N-type semi-conductor was developed in the FORTRAN

language, accounting for the mass transfer of electrons and holes, and the kinetic process of the

recombination reaction. The preliminary single-layer model could be developed further that

includes multi-layer structure. The schematic representation of the single electron-transport layer

was shown in Figure 10-1. The thickness δn of the electron-transport layer was equal to 20 Debye
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lengths, which can be defined as

λ =

[
εε0RT

2F2 (Nd −Na)

]1/2

(10-1)

where F is Faraday’s constant, R is the universal gas constant, T is the temperature, ε is the

dielectric constant of the material, ε0 is the permittivity in vacuum, and (Nd −Na) is the doping

level, which is positive for an n-type material and negative for a p-type material. A multi-layer

model, including the quantum-dots layer and the hole-transport layer, will be developed step by

step. The nonlinear set of differential equations for the steady-state condition was solved by

Newton-Raphson iteration. The results were incorporated into the impedance calculations, which

were linearized under the assumption that the perturbation amplitude was small. The

finite-difference equations for both steady-state and impedance calculations were solved by use of

Newman’s BAND algorithm. [131]

10.2.1.1 Governing equation

The material balance equation of species i can be expressed as

∂ci

∂ t
=−∇ ·Ni +Ri (10-2)

y=0
J=1 J=2

y = δn
J = NJJ=NJ‐1

Ca
th
od

e Electron transport layer

Mesh H

QD 
layer

Figure 10-1. The schematic representation of the single electron-transport layer with the mesh
size
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where ci is the concentration of species i, Ni is the flux of species i, and Ri is the reaction rate of

species i in the homogeneous reaction, which can be expressed as

Ri =−kr
(
cncp −n2

i
)

(10-3)

where kr is the reaction rate constant of the electron and hole recombination reaction, ni is the

intrinsic concentration, cn is the concentration of electrons, and cp is the concentration of holes.

The left-hand-side term of equation (10-2) represents the accumulation, which is the

concentration change with respect to the time. The first term on the right-hand side of equation

(10-2) represents the net convergence of species i. The second term on the right-hand side of

equation (10-2) represents the production by the homogeneous chemical reaction. In this case, the

convection was ignored due to a solid-state device.

The flux of each species in the system is given by

Ni =−ziuiFci∇Φ−Di∇ci (10-4)

where Φ is the potential, zi represents charge associated with species i, Di is diffusion coefficient

of species i, and ui is the mobility of the species of species i, which can be expressed as

Di = RTui (10-5)

The first term in equation (10-4) represents the migration of the species i and the second term

represents the diffusion of the species i.

The Poisson’s equation, which relates the concentration of the charged species and potential

distribution through the multi-layer devices, can be expressed as

∂ 2Φ

∂ 2y
=− F

εε0
ρ (10-6)

where ρ is the charge density, which can be expressed as

ρ = F
[
cp − cn +(Nd −Na)

]
(10-7)
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The current density can be expressed as a function of carrier fluxes and shown as

i = F∑
i

ziNi (10-8)

10.2.1.2 Boundary conditions

At the electrode surface, the current was assumed to be injected by the electron fluxes.

Thus, the boundary conditions for fluxes were expressed as

Nn(0) =
i

znF
(10-9)

and

Np(0) = 0 (10-10)

The boundary conditions for two species of electrons and holes at the cathode surface were

expressed as

ci = ci(0) (10-11)

where the value of ci(0) was obtained by solving equation (10-12)and (10-13) as

cn(0)− cp(0)+(Nd −Na) = 0 (10-12)

and

cn(0)cp(0) = n2
i (10-13)

under equilibrium conditions. The boundary conditions for potential were expressed as

Φ(0) = 0 (10-14)

and
∂Φ

∂y
(δn) =

q
εε0

(10-15)

where q is the surface charge density located at the interface between the electron-transport layer

and quantum-dots layer.
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10.2.1.3 Impedance calculations

All the variables in the governing equations can be written in phasor notation as

X = X +Re
{

X̃exp(jωt)
}

(10-16)

where the X is the steady-state value of variable X , j is the imaginary number, ω is the angular

frequency and X̃ is the phasor, which can be expressed in terms of the complex format as

X̃ = X̃r + jX̃j (10-17)

where X̃r and X̃j are the real and imaginary parts of the variable X . Similarly, equation (10-2) can

be expressed as

0 =−∇ ·Ni +Ri (10-18)

and

jω c̃i =−∇ · Ñi + R̃i (10-19)

After solving the governing equations simultaneously, the overall impedance could be calculated

as

Z =
Φ̃(δn)− Φ̃(0)

ĩ
(10-20)

10.2.2 Simulation of Single Electron-Transport Layer

Table 10-1. Parameter values used for the simulations of 1-D N-type semi-conductor.

Parameter Value Units
Doping level, Nd −Na 1×10−9 mol/cm3

Intrinsic concentration, ni 1×10−14 mol/cm3

Dielectric constant, ε 11.3 unity
Electron-transport layer thickness, δn, 24 µm
Diffusion coefficient of electrons, Dn 25 cm2/s
Diffusion coefficient of holes, Dp 8 cm2/s
Surface charge density, q −5×10−9 C/cm2

Recombination reaction rate constant, kr 1015 cm3/mol s
Temperature, T 300 K
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Figure 10-2. The polarization curve calculated for parameters presented in Table 10-1. Labeled

current density corresponds to the steady-state calculations shown in Figure 10-3
and the dashed line represents the maximum current density for steady-state
calculation with physical meanings.

The polarization curve calculated for parameters in Table 10-1 is shown in Figure 10-2. The

potential increases as the current density increases and the dashed line represents a maximum

current density of 200 mA/cm2 for steady-state calculations. The current density higher than the

dashed line will yield non-physical results, such as the electrical field higher than 100 V/cm and

concentration of electrons/holes 100 times larger than the doping level. Thus, the steady-state

profiles were calculated under conditions of current densities below 200 mA/cm2. The

steady-state calculations as a function of the position with the current density as a parameter are

shown in Figure 10-3. The electron transport layer could be divided into two regions: the

charge-neutral region for y→0, and the space charge region for y→ δn. The normalized

concentrations of electrons and holes by doping level are presented in Figure 10-3(a) and 10-3(b).

Under the open-circuit condition, the concentration of electrons and holes stays constant in the

charge-neutral region, in which the concentration of electrons is equal to the doping level and the

concentration of holes is equal to 10−19 mol/cm3. The concentration of electrons decreases when

approaching the space-charge region, whereas the concentration of holes increases. As the current
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Figure 10-3. Steady-state calculations as a function of the position with the current density as a
parameter a) Normalized concentration of electrons, b) normalized concentration of
holes, c) potential, d) charge density.
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density increases, fewer electrons are consumed in the space charge region and more holes are

generated to balance the charge. As shown in Figure 10-3(c), the potential decreases and higher

current density yields a larger potential drop across the electron-transport layer. The distribution

of the charge density calculated by equation (10-7) is shown in Figure 10-3(d).

The calculated impedance corresponding to the steady-state results presented in Figure 10-3

is shown in Figure 10-4. The frequency is from 0.1 mHz to 0.1 GHz. For all current densities, the

shape of the impedance is a semi circle, which is a capacitive loop. As the current density

increases, the size of the loop decreases and the characteristic frequency increases. The calculated

impedance could be fitted by the circuit model including a single RC element in series with an

ohmic resistance. The ohmic resistance is associated with resistance contributed by the electrons

and holes in the charge-neutral region and this is evident in Figure 10-3(c) that the potential drops

linearly due to the ohmic loss. The capacitance and the charge-transfer resistance are associated

with the space-charge region.

Parallel development of the numerical simulations and experimental work could be used to

study the degradation mechanisms of QLED devices. For the numerical simulation, a

one-dimensional model including the QLED multi-layer structure can be developed. Steady-state

profiles and impedance response could calculated under different operating conditions.

Deep-level state reactions and corresponding degradation reactions could be added to the

numerical simulation. Parameter variation study will also be performed to better understand the

physics and chemistry in the QLED devices, such as the diffusion coefficients of electrons, the

homogeneous reaction rate constant, and the dielectric constant of the layer material. For the

experiments, EIS measurements could be measured on new devices not only including the

full-emitting devices with different colors but also single-layer and double-layer devices.

Hypotheses for performance degradation could be developed and experimental methods could be

designed to confirm proposed explanations for performance degradation.
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Figure 10-4. Impedance calculations with applied current density as a parameter: a)the overall
impedance, defined by equation (5-1), for different values of the current densities. b)
The overall impedance corresponding to the box in (a).
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APPENDIX A
CODE FOR SINGLE-SINE AND MULTI-SINE IMPEDANCE CALCULATIONS

In Chapter 6, the synthetic impedance response data calculated by a Fourier analysis for the

single-sine potential perturbation and by an FFT analysis for the multi-sine. MATLAB code used

to calculate the single-sine impedance is show in Appendix A.1 and to calculate the multi-sine

impedance is shown in Appendix A.2. MATLAB code used to calculation coherence function for

the synthetic multi-sine impedance is shown in Appendix A.3.
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Listing A.1. MATLAB Code to Calculate the Signle-Sine Impedance
1 c l c ; c l o s e a l l ; c l e a r a l l ;
2 %Chen You
3 g l o b a l Vbar
4 syms t
5 Cdl =31*1E−6; % F / cm2
6 ba = 1 9 . 5 ; %Vˆ −1
7 bc = 1 9 . 5 ; %Vˆ −1
8 Vbar =0;%V
9 N=61; %Frequemcy p o i n t s

10 C=3; %Cycle number
11 n fka =0.14*1E−3;
12 n fkc =0.14*1E−3;
13 % t ime = ( 0 : f p o i n t s −1) *T;% t o t a l t ime
14 d e l t a V =[1 e −3 ,2E−2 ,4E − 2 ] ;
15 f = z e r o s ( 1 ,N) ;
16 f o r f s p a n =1:N
17 f ( f s p a n ) = round ( 1 0 ˆ ( 3 − 0 . 0 5 * ( f span −1) ) , 1 ) ;
18 t ime ( f s p a n ) = 1 . / f ( f s p a n ) ;
19 end
20 t i m e t o t a l =sum ( t i me ) ;
21 f o r f s p a n =1:N
22 T ( f s p a n ) = 1 . / round ( 1 0 ˆ ( 3 − 0 . 0 5 * ( f span −1) ) , 1 ) ;
23 %r e a l p a r t p o t e n t i a l
24 A=cumsum ( T ) ;
25 TK=A−T ;
26 % Ka ( f s p a n ) =(1 −(0 .1*(1 − exp ( −( t +TK( 1 , f s p a n ) ) ) ) ) ) ; e x p n o n a t i o n a l
27 % Ka ( f s p a n ) = ( 1 − ( 0 . 0 1 * ( t +TK( 1 , f s p a n ) ) ) ) ; l i n e a r
28 Ka ( f s p a n ) =(1 −(0 .1*(1 − exp ( −( t +TK( 1 , f s p a n ) ) ) ) ) ) ;
29 Kc ( f s p a n ) =(1 −(0 .1*(1 − exp ( −( t +TK( 1 , f s p a n ) ) ) ) ) ) ;
30 % K( f s p a n ) =1;
31 pr1 = @( t ) ( Vbar+ d e l t a V ( 1 , 1 ) * cos (2* p i . * f ( 1 , f s p a n ) * t ) ) . * . . .
32 cos (2* p i . * f ( 1 , f s p a n ) . * t ) / T ( 1 , f s p a n ) ;
33 Vr1 ( f s p a n ) = i n t e g r a l ( pr1 , 0 , T ( 1 , f s p a n ) , ’ Ar rayValued ’ , t r u e ) ;
34
35 %i m a g i n a r y p a r t p o t e n t i a l
36 pim1 = @( t ) −( Vbar+ d e l t a V ( 1 , 1 ) * cos (2* p i . * f ( 1 , f s p a n ) * t ) ) . * . . .
37 s i n (2* p i . * f ( 1 , f s p a n ) . * t ) / T ( 1 , f s p a n ) ;
38 Vim1 ( f s p a n ) = i n t e g r a l ( pim1 , 0 , T ( 1 , f s p a n ) , ’ Ar rayValued ’ , t r u e ) ;
39
40 %r e a l p a r t c u r r e n t
41 c r 1 = @( t ) ( n fka * (1 −(0 .1* (1 − exp ( −( t +TK( 1 , f s p a n ) ) ) ) ) ) * exp ( ba * ( Vbar + . . .
42 d e l t a V ( 1 , 1 ) * cos (2* p i . * f ( 1 , f s p a n ) * t ) ) ) − . . .
43 n fkc * (1 −(0 .1* (1 − exp ( −( t +TK( 1 , f s p a n ) ) ) ) ) ) * exp ( − bc *( Vbar + . . .
44 d e l t a V ( 1 , 1 ) * cos (2* p i . * f ( 1 , f s p a n ) * t ) ) ) + . . .
45 ( −2* p i * Cdl . * f ( 1 , f s p a n ) . * d e l t a V ( 1 , 1 ) * s i n (2* p i . * f ( 1 , f s p a n ) * t ) ) ) . * . . .
46 cos (2* p i . * f ( 1 , f s p a n ) . * t ) / T ( 1 , f s p a n ) ;
47 i r 1 ( f s p a n ) = i n t e g r a l ( cr1 , 0 , T ( 1 , f s p a n ) , ’ Ar rayValued ’ , t r u e ) ;
48
49 %i m a g i n a r y p a r t c u r r e n t
50 cim1 = @( t ) −( n f ka * (1 −(0 .1* (1 − exp ( −( t +TK( 1 , f s p a n ) ) ) ) ) ) * exp ( ba * . . .
51 ( Vbar+ d e l t a V ( 1 , 1 ) * cos (2* p i . * f ( 1 , f s p a n ) * t ) ) ) − . . .
52 n fkc * (1 −(0 .1* (1 − exp ( −( t +TK( 1 , f s p a n ) ) ) ) ) ) * exp ( − bc *( Vbar + . . .
53 d e l t a V ( 1 , 1 ) * cos (2* p i . * f ( 1 , f s p a n ) . * t ) ) ) + . . .
54 ( −2* p i * Cdl . * f ( 1 , f s p a n ) . * d e l t a V ( 1 , 1 ) * s i n (2* p i . * f ( 1 , f s p a n ) * t ) ) ) . * . . .
55 s i n (2* p i . * f ( 1 , f s p a n ) * t ) / T ( 1 , f s p a n ) ;
56 i im1 ( f s p a n ) = i n t e g r a l ( cim1 , 0 , T ( 1 , f s p a n ) , ’ Ar rayValued ’ , t r u e ) ;
57 V( f s p a n ) = ( ( Vr1 ( f s p a n ) ) ˆ 2 + ( Vim1 ( f s p a n ) ) ˆ 2 ) ˆ 0 . 5 ;
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58 I ( f s p a n ) = ( ( i r 1 ( f s p a n ) ) ˆ 2 + ( i im1 ( f s p a n ) ) ˆ 2 ) ˆ 0 . 5 ;
59 end
60 f i g u r e ( 7 )
61 p l o t (V( 1 ) , I ( 1 ) )
62
63 %F i r s t c y c l e
64 V1=complex ( Vr1 , Vim1 ) ;
65 I1 =complex ( i r 1 , i im1 ) ;
66 Z1=V1 . / I1 ;
67 Zr1= r e a l ( Z1 ) ;
68 Zj1=imag ( Z1 ) ;
69
70 %model
71 Rt = 1 / ( ba * n fka * exp ( ba * Vbar ) +bc * n fkc * exp ( − bc * Vbar ) ) ;
72 f o r f s p a n =1:N
73 f ( f s p a n ) = round ( 1 0 ˆ ( 3 − 0 . 0 5 * ( f span −1) ) , 1 ) ;
74 Z ( f s p a n ) =Rt / ( 1 + 2 * p i . * f ( 1 , f s p a n ) * Cdl *1 i * Rt ) ;
75 Zr ( f s p a n ) = r e a l ( Z ( 1 , f s p a n ) ) ;
76 Zj ( f s p a n ) =imag ( Z ( 1 , f s p a n ) ) ;
77
78 end
79
80 %r e a l p a r t o f t h e impedance as a f u n c t i o n o f f r e q u e n c y
81 Zr1Rt=Zr1 ;
82 ZrRt=Zr ;
83
84 %i m a g i n a r y p a r t o f t h e impedance as a f u n c t i o n o f f r e q u e n c y
85 Zjab = abs ( Zj ) ;
86 Zj1ab = abs ( Zj1 ) ;
87
88 impedance= z e r o s (N, 2 ) ;
89 impedance ( : , 1 ) =Zr1 ;
90 impedance ( : , 2 ) =Zj1 ;
91
92 impedance m= z e r o s (N, 2 ) ;
93 impedance m ( : , 1 ) =Zr ;
94 impedance m ( : , 2 ) =Zj ;
95
96 f r e q u e n c y = z e r o s (N, 1 ) ;
97 f r e q u e n c y ( : , 1 ) = f ;
98
99

100 f i g u r e ( 1 )
101 s c a t t e r ( Zr1 , − Zj1 )
102 ho ld on
103 p l o t ( Zr , − Zj )
104 l e g e n d ( ’ 1 mV’ ) ;
105 x l a b e l ( ’ $Z \mathrm{ r } / \Omega \mathrm{cmˆ{2}} $ ’ , . . .
106 ’ i n t e r p r e t e r ’ , ’ l a t e x ’ )
107 y l a b e l ( ’ $Z \mathrm{ j } / \Omega \mathrm{cmˆ{2}} $ ’ , . . .
108 ’ i n t e r p r e t e r ’ , ’ l a t e x ’ )
109 ho ld on ;
110 a x i s e q u a l
111
112 f i g u r e ( 2 )
113 s c a t t e r ( f , Zr1 )
114 ho ld on
115 p l o t ( f , Zr )
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116 l e g e n d ( ’ 1 mV’ ) ;
117 x l a b e l ( ’ F requency / Hz ’ )
118 y l a b e l ( ’ $Z \mathrm{ r }$ ’ , . . .
119 ’ i n t e r p r e t e r ’ , ’ l a t e x ’ )
120 s e t ( gca , ’ XScale ’ , ’ l o g ’ )
121
122 f i g u r e ( 3 )
123 s c a t t e r ( f , − Zj1 )
124 ho ld on ;
125 p l o t ( f , − Zj )
126 l e g e n d ( ’ 1 mV’ ) ;
127 x l a b e l ( ’ F requency / Hz ’ )
128 y l a b e l ( ’ $ | Z \mathrm{ j } | $ ’ , . . .
129 ’ i n t e r p r e t e r ’ , ’ l a t e x ’ )
130 s e t ( gca , ’ XScale ’ , ’ l o g ’ )
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Listing A.2. MATLAB Code to Calculate the Multi-Sine Impedance
1 c l c ; c l o s e a l l ; c l e a r a l l ;
2 syms t
3 Cdl =31E−6;
4 b = 1 9 . 5 ;
5 Fs =50; %s a m p l i n g f r e q u e n c y
6 T=1/ Fs ; %s a m p l i n g p e r i o d
7 f p o i n t s =200; %l e n g t h o f t h e s i g n a l
8 %Frequency
9 f1 =1; %Hz

10 f2 =5; %HZ
11 f3 =7; %HZ
12
13 nfka =0.14*1E−3;
14 n fkc =0.14*1E−3;
15 Vbar =0;%V
16 d e l t a V =1E−3;
17 t ime = ( 0 : f p o i n t s −1) *T ;
18 %P o t e n t i a l
19 V1= d e l t a V * s i n (2* p i * f1 * t ) ;
20 V2= d e l t a V * s i n (2* p i * f2 * t + 0 . 2 ) ;
21 V3= d e l t a V * s i n (2* p i * f3 * t + 0 . 3 ) ;
22 V = Vbar+V1+V2+V3 ;
23 %C u r r e n t
24 Ich1 = d i f f ( V1 ) * Cdl ;
25 I f a 1 = nfka * exp ( b*V1 ) − nfkc * exp ( − b*V1 ) ;
26 I t o t a l 1 = Ich1 + I f a 1 ;
27 Ich2 = d i f f ( V2 ) * Cdl ;
28 I f a 2 = nfka * exp ( b*V2 ) − nfkc * exp ( − b*V2 ) ;
29 I t o t a l 2 = Ich2 + I f a 2 ;
30 Ich3 = d i f f ( V3 ) * Cdl ;
31 I f a 3 = nfka * exp ( b*V3 ) − nfkc * exp ( − b*V3 ) ;
32 I t o t a l 3 = Ich3 + I f a 3 ;
33 I c h = d i f f (V) * Cdl ;
34 I f a = n fka * exp ( b*V) − nfkc * exp ( − b*V) ;
35 I t o t a l = I c h + I f a ;
36 %C a l c a l a t e t h e p o t e n t i a l / C u r r e n t w i th a g i v e b v a l u e
37 f o r f s p a n =1: f p o i n t s
38 Vva1 ( f s p a n ) = e v a l ( ( sub s ( V1 , t , t ime ( 1 , f s p a n ) ) ) ) ;
39 end
40 f o r f s p a n =1: f p o i n t s
41 Vva2 ( f s p a n ) = e v a l ( ( sub s ( V2 , t , t ime ( 1 , f s p a n ) ) ) ) ;
42 end
43 f o r f s p a n =1: f p o i n t s
44 Vva3 ( f s p a n ) = e v a l ( ( sub s ( V3 , t , t i me ( 1 , f s p a n ) ) ) ) ;
45 end
46 f o r f s p a n =1: f p o i n t s
47 Vva ( f s p a n ) = e v a l ( ( sub s (V, t , t im e ( 1 , f s p a n ) ) ) ) ;
48 end
49 f o r f s p a n =1: f p o i n t s
50 I v a ( f s p a n ) = e v a l ( ( sub s ( I t o t a l , t , t ime ( 1 , f s p a n ) ) ) ) ;
51 end
52 f o r f s p a n =1: f p o i n t s
53 Iva1 ( f s p a n ) = e v a l ( ( sub s ( I t o t a l 1 , t , t ime ( 1 , f s p a n ) ) ) ) ;
54
55 end
56 f o r f s p a n =1: f p o i n t s
57 Iva2 ( f s p a n ) = e v a l ( ( sub s ( I t o t a l 2 , t , t ime ( 1 , f s p a n ) ) ) ) ;
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58
59 end
60 f o r f s p a n =1: f p o i n t s
61 Iva3 ( f s p a n ) = e v a l ( ( sub s ( I t o t a l 3 , t , t ime ( 1 , f s p a n ) ) ) ) ;
62 end
63 %FFT f o r t h e c u r r e n t / p o t e n t i a l
64 V f f t = f f t ( Vva ) ;
65 I f f t = f f t ( I v a ) ;
66 fv = Fs * ( 0 : ( f p o i n t s ) −1) / f p o i n t s ;
67 %P o t e n t i a l i n p u t s i n g a l a s a f u n c t i o n o f t h e t ime
68 f i g u r e ( 1 )
69 p l o t ( t ime , Vva )
70 t i t l e ( ’ P o t e n t i a l i n p u t s i n g a l a s a f u n c t i o n o f t h e t ime ’ )
71 % Magni tude o f t h e p o t e n t i a l i n p u t
72 f i g u r e ( 2 )
73 p l o t ( fv , abs ( V f f t ) / l e n g t h ( V f f t ) *2)
74 t i t l e ( ’ Magni tude o f t h e p o t e n t i a l i n p u t ’ )
75
76 % Magni tude o f t h e c u r r e n t i n p u t
77 f i g u r e ( 3 )
78 p l o t ( fv , abs ( I f f t ) / l e n g t h ( I f f t ) *2)
79 t i t l e ( ’ Magni tude o f t h e c u r r e n t i n p u t ’ )
80 % I n d i v i d u a l s i g n a l o f t h e p o t e n t i a l i n p u t
81 f i g u r e ( 4 )
82 p l o t ( t ime , Vva1 )
83 ho ld on ;
84 p l o t ( t ime , Vva2 )
85 p l o t ( t ime , Vva3 )
86 l e g e n d ( ’ 1 Hz ’ , ’ 5 Hz ’ , ’ 10 Hz ’ ) ;
87 t i t l e ( ’ I n d i v i d u a l s i g n a l o f t h e p o t e n t i a l i n p u t ’ )
88
89 %C u r r e n t i n p u t s i n g a l a s a f u n c t i o n o f t h e t ime
90 f i g u r e ( 5 )
91 p l o t ( t ime , I v a )
92 t i t l e ( ’ C u r r e n t i n p u t s i n g a l a s a f u n c t i o n o f t h e t ime ’ )
93
94 % I n d i v i d u a l s i g n a l o f t h e c u r r e n t i n p u t
95 f i g u r e ( 6 )
96 p l o t ( t ime , Iva 1 )
97 ho ld on ;
98 p l o t ( t ime , Iva 2 )
99 p l o t ( t ime , Iva 3 )

100 l e g e n d ( ’ 1 Hz ’ , ’ 5 Hz ’ , ’ 10 Hz ’ ) ;
101 t i t l e ( ’ I n d i v i d u a l s i g n a l o f t h e c u r r e n t i n p u t ’ )
102
103 % Z100= V f f t ( ( 1 0 0 / Fs * f p o i n t s ) +1) . / I f f t ( ( 1 0 0 / Fs * f p o i n t s ) +1)
104 % Z10= V f f t ( ( 1 0 / Fs * f p o i n t s ) +1) . / I f f t ( ( 1 0 / Fs * f p o i n t s ) +1)
105 % Z1= V f f t ( ( 1 / Fs * f p o i n t s ) +1) . / I f f t ( ( 1 / Fs * f p o i n t s ) +1)
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Listing A.3. MATLAB Code for the Coherence Function Calculation
1 c l c ; c l o s e a l l ; c l e a r a l l ;
2
3 M1= dlmread ( ’ T i m e v o l t a g e c u r r e n t . t x t ’ ) ;
4 Time=M1( : , 1 ) ;
5 V o l t a g e =M1( : , 2 ) ;
6 C u r r e n t =M1( : , 3 ) ;
7 M2= dlmread ( ’ f r e q . t x t ’ ) ;
8 F=M2;
9 Fs= l e n g t h ( Time ) / Time ( l e n g t h ( Time ) , 1 ) ;

10 [ Cxy , FF ] = mscohere ( d e t r e n d ( V o l t a g e ) , d e t r e n d ( C u r r e n t ) , [ ] , [ ] , F , Fs ) ;
11 [ Cxy2 , FF2 ] = mscohere ( Vol tage , C u r r e n t , [ ] , [ ] , F , Fs ) ;
12 Coherence = z e r o s ( l e n g t h ( F ) , 3 ) ;
13 Coherence ( : , 1 ) =M2;
14 Coherence ( : , 2 ) =Cxy ;
15 Coherence ( : , 3 ) =Cxy2 ;
16 f i g u r e ( 1 )
17 p l o t ( FF , Cxy )
18 t i t l e ( ’ Magnitude − Squared Coherence ’ )
19 x l a b e l ( ’ F requency ( Hz ) ’ )
20 g r i d
21 ho ld on ;
22 p l o t ( FF , Cxy2 )
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APPENDIX B
CODE FOR ONE-DIMENSIONAL MODEL FOR N-TYPE SEMI-CONDUCTOR

The finite-difference equations for both steady state and impedance calculations in the

system for the N-type semi-conductor were solved by use of Newman’s BAND algorithm in

FORTRAN. Input file shown in Appendix B.1 is corresponding to the parameters shown in Table

10-1. [131] Fortran code used to calculate the steady-state profile is shown in Appendix B.2 and

to calculate impedance is shown in Appendix B.3. For both steady-state and impedance

calculations, the code file started with a program called QDETL, which was used for listing the

model variables and creating calling files for the input and output files. Three subroutines called

BC1, ETL and BCNJ were used to list the governing equations and associated boundary

conditions. Subroutines BC1 and BCNJ are used to set up boundary condition at electrode surface

and the interface between the electron-transport layer and quantum-dots layer. Subroutine ETL is

used to set up non-linear governing equations. Subroutines called MATINV and BAND were

used to solve the non-linear differential equations.
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Listing B.1. Input Files for the Parameters Used in the N-Type Semi-Conductor Model
1 9
2 3001
3 2 . 4 E−4
4 300 . 0
5 96487
6 8 .31 4
7 0 . 0
8 1 . E−9
9 1 . E−12

10 −5.E−9
11 1 . E15
12 1 . E−14
13 1 . E−12
14 0
15 25 −1.0 E− 1 . E−9
16 8 . 0 2 +1 .0 H+ 1 . E−19
17 C l i n e 1 i s t h e number o f s p e c i e s
18 C l i n e 2 i s NJ
19 C l i n e 3 i s t h e l a y e r t h i c k n e s s , cm(50nm)
20 C l i n e 4 i s t h e t e m p e r s t a u r e K
21 C l i n e 5 i s t h e f a r a d y c o n s t a n t
22 C l i n e 6 i s t h e u n i v e r s a l gas c o n s t a n t J / mol K
23 C l i n e 7 i s t h e P o t e n i a l a t Ohmic c o n t a c t
24 C l i n e 8 i s t h e dopping l e v e l
25 C l i n e 9 i s t h e p e r m i t i v i t y f a r a d / cm
26 C l i n e 10 i s t h e c h a r g e d e n s i t y a t t h e ETL C / cm2
27 C l i n e 11 i s t h e r e c o m b i n a t i o n r a t e c o n s t a n t
28 C l i n e 12 i s t h e i n t r i n s i c c o n c e n t r a t i o n mol / cm3
29 C l i n e 13 i s t h e e r r o r a l l o w e d f o r t h e BIGs
30 C l i n e 14−15 i s t h e d i f f u s i o n c o e f f i c i e n t cm ˆ 2 / s , s t o i c h i o m e t r i c

c o e f f i c i e n t and c o n c e n t r a t i o n p r o f i l e cmˆ −3
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Listing B.2. FORTRAN Code to Calculate the Steady-State Profile for N-Type Semi-Conductor
1 C E l e c t r o n t r a n s p o r t l a y e r and QD e m i s s i v e l a y e r
2 C 2 s p e c i e s sys tem
3 C SPECIES 1 = e l e c t r o n , SPECIES 2 = h o l e s
4 C Th i s i s t h e s t e a d y s t a t e s o l u t i o n on ly
5 C I t s h o u l d be r a n p r i o r t o Q uan tu m do t s os . f o r
6 C The i n p u t f i l e i s t h e same f o r bo th
7 C Copy and p a s t e t h e a p p r o p r i a t e l i n e s t o c r e a t e t h e e x e c u i t a b l e
8 C cd C:\ Chen\FORTRAN2019\ETL IM
9 C g f o r t r a n − s t a t i c QuantumF ss HOMO IG . f o r −o QuantumF ss HOMO IG . exe

10 PROGRAM QDETL
11 IMPLICIT DOUBLE PRECISION (A−H, O−Z )
12 COMMON/BAB/ A( 9 , 9 ) ,B( 9 , 9 ) ,C( 9 , 1 0 0 0 0 0 1 ) ,D( 9 , 1 9 ) ,G( 9 ) ,X( 9 , 9 ) ,Y( 9 , 9 )
13 COMMON/NSN/ N, NJ
14 COMMON/VAR/ FLUX( 2 , 1 0 0 0 0 0 1 ) ,CURRENT(1000001)
15 COMMON/DVAR/ DCONC( 2 , 1 0 0 0 0 0 1 ) ,DPOT(1000001) ,DRHO(1000001)
16 COMMON/VARR/ H, EBIG , Y1 , JCOUNT, LCT
17 COMMON/CONSTANT/ F , DIFF ( 2 ) ,Z ( 2 )
18 COMMON/CONCENRATION/ DCBULK( 2 , 1 0 0 0 0 0 1 ) ,R , DPBULK,DRHOBULK
19 COMMON/DCOMCENTRATION/ CBULK( 2 ) ,PBULK,RHOBULK
20 COMMON/ SURF / CSURF ,ATEM, DOP, ELE
21 COMMON/ REFERENCE / REF ( 3 )
22 COMMON/CHARGE/ DQCHARGE,QCHARGE,CHARCOE
23 COMMON/ CONSTRAIN / CONCU,CONCD
24 COMMON/ REACTION / RXN( 2 , 1 0 0 0 0 0 1 )
25 COMMON/REARATE/ RATEE, CONCIN
26 COMMON/ GUESS / NCOUNTMAX
27
28 CHARACTER REF*8
29
30 102 FORMAT ( / 3 0H THE NEXT RUN DID NOT CONVERGE)
31 103 FORMAT ( ’ E r r o r = ’ , E16 . 6 / ( 1 X, ’NE a t J =1 ’ , E12 . 5 , 2X, ’NE a t J =N’ , E12 . 5 ) )
32 104 FORMAT (1X, ’Ce− a t J =1 ’ , E12 . 5 , 2X, ’Ce− a t J=N’ , E12 . 5 )
33 105 FORMAT (1X, ’DPOT a t J =1 ’ , E12 . 5 , 2X, ’DPOT a t J=N’ , E12 . 5 )
34 106 FORMAT (1X, ’DRHO a t J =1 ’ , E12 . 5 , 2X, ’DRHO a t J=N’ , E12 . 5 )
35 107 FORMAT (1X, ’Nh+ a t J =1 ’ , E12 . 5 , 2X, ’Nh+ a t J=N’ , E12 . 5 )
36 108 FORMAT (1X, ’Ch+ a t J =1 ’ , E12 . 5 , 2X, ’Ch+ a t J=N’ , E12 . 5 )
37 109 FORMAT (1X, ’ C u r r e n t a t J =1 ’ , E12 . 5 , 2X, ’ C u r r e n t a t J=N’ , E12 . 5 )
38 333 FORMAT (4 x , ’E− ’ ,12 x , ’H+ ’ ,12 x , ’RXN’ )
39 300 FORMAT (20 x , ’G( 1 ) ’ 14x , ’G( 2 ) ’ 14x , ’G( 3 ) ’ 14x , ’G( 4 ) ’ ,14 x ,
40 1 ’G( 5 ) ’ ,14 x , ’G( 6 ) ’ ,14 x , ’G( 7 ) ’ ,14 x , ’G( 8 ) ’ ,14 x , ’G( 9 ) ’ )
41 302 FORMAT ( ’ I t e r a t i o n = ’ I4 )
42 334 FORMAT ( 9 ( E16 . 1 0 , 5X) )
43 301 FORMAT (5 x , ’ J= ’ I5 , 9E18 . 9 )
44 866 FORMAT (5 x , ’ J= ’ I5 , 6E18 . 9 )
45 886 FORMAT (20 x , ’B( 1 , 1 ) ’ 10x , ’B ( 2 . 2 ) ’ 10x , ’B( 3 , 1 ) ’ 10x , ’B( 3 , 3 ) ’ ,14 x ,
46 1 ’B( 3 , 5 ) ’ ,14 x , ’B( 4 , 2 ) ’ ,14 x , ’B( 4 , 4 ) ’ ,14 x , ’B( 4 , 5 ) ’ ,14 x
47 2 ’B( 5 , 5 ) ’ ,10 x , ’B( 5 , 6 ) ’ ,10 x , ’B( 6 , 3 ) ’ ,10 x , ’B( 6 , 4 ) ’ ,10 x ,
48 3 ’B( 6 , 5 ) ’ ,14 x , ’B( 6 , 6 ) ’ )
49
50 open ( 1 1 , f i l e = ’ C u r r e n t i n . t x t ’ , s t a t u s = ’ o l d ’ )
51 r e a d ( 1 1 , * ) CSURF
52
53 OPEN( 1 3 , FILE= ’ c d h o u t . t x t ’ )
54 CLOSE( 1 3 , STATUS= ’DELETE ’ )
55 OPEN( 1 3 , FILE= ’ c d h o u t . t x t ’ )
56
57 OPEN( 1 2 , FILE= ’ cdh G ou t . t x t ’ )
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58 CLOSE( 1 2 , STATUS= ’DELETE ’ )
59 OPEN( 1 2 , FILE= ’ cdh G ou t . t x t ’ )
60 WRITE( 1 2 , 3 0 0 )
61
62 OPEN( 4 4 , FILE= ’ cdh G NOEBIG . t x t ’ )
63 CLOSE( 4 4 , STATUS= ’DELETE ’ )
64 OPEN( 4 4 , FILE= ’ cdh G NOEBIG . t x t ’ )
65 WRITE( 4 4 , 3 0 0 )
66
67 OPEN( 8 8 , FILE= ’B VALUE . t x t ’ )
68 CLOSE( 8 8 , STATUS= ’DELETE ’ )
69 OPEN( 8 8 , FILE= ’B VALUE . t x t ’ )
70 WRITE( 8 8 , 8 8 6 )
71
72 open ( 1 4 , f i l e = ’QDLED HOMO in . t x t ’ , s t a t u s = ’ o l d ’ )
73 r e a d ( 1 4 , * ) N, NJ , Y1 ,ATEM, F , R , PBULK, DOP, ELE ,QCHARGE
74 r e a d ( 1 4 , * ) RATEE, CONCIN, EBIG ,NCOUNTMAX
75 r e a d ( 1 4 , * ) ( DIFF ( I ) ,Z ( I ) ,REF( I ) ,CBULK( I ) , I =1 , (N−7) )
76
77 PRINT * , ’ dopping l e v e l = ’ , DOP
78 PRINT * , ’ s u r f a c e c h a r g e = ’ , QCHARGE
79 PRINT * , ’PERMITIVITY= ’ , ELE
80 PRINT * , ’ I n t r i n s i c c o n c e n t r a t i o n = ’ , CONCIN
81 PRINT * , ’ RateE ’ , RATEE
82 PRINT * , ’ Tempera tu r e = ’ , ATEM
83 PRINT * , ’ Bulk c o n c e n t r a t i o n o f e l e c t r o n s = ’ , CBULK( 1 )
84 PRINT * , ’ Bulk c o n c e n t r a t i o n o f h o l e s = ’ , CBULK( 2 )
85
86 OPEN( 1 6 , FILE= ’ c d h v a l u e s o u t . t x t ’ )
87 CLOSE( 1 6 , STATUS= ’DELETE ’ )
88 OPEN( 1 6 , FILE= ’ c d h v a l u e s o u t . t x t ’ )
89
90 C 337 FORMAT ( I2 / I5 / E15 . 8 / E15 . 8 / E15 . 8 / E15 . 8 / E15 . 8 / E15 . 8 / E15 . 8 / E15 . 8 /
91 C 1 E15 . 8 / E15 . 8 / E15 . 8 / E15 . 8 /
92 C 2 E15 . 8 / E15 . 8 / E15 . 8 / E15 . 8 )
93 C w r i t e ( 1 6 , 3 3 7 ) N, NJ , H, CSURF ,ATEM, F , R , PBULK, DOP, ELE ,QCHARGE, RATEE,
94 C 1 CONCIN, EBIG , DIFF ( 1 ) , DIFF ( 2 ) ,CBULK( 1 ) ,CBULK( 2 )
95
96
97
98 C PRINT * , ’ c u r r e n t = ’ , CSURF
99 C C o n s t a n t s

100
101 DPBULK=PBULK*F / R /ATEM
102 PRINT * , ’DPBULK= ’ , DPBULK
103
104 C DCBULK( 1 ) =CBULK( 1 ) *EXP( Z ( 1 ) *EXP( − 8 . 8 ) )
105 C PRINT * , ’DCBULK( 1 ) = ’ , DCBULK( 1 )
106
107 C DCBULK( 2 ) =CBULK( 2 ) *EXP( Z ( 2 ) *EXP( − 8 . 8 ) )
108 C PRINT * , ’DCBULK( 2 ) ’ , DCBULK( 2 )
109
110 C RHOBULK=F *(Z*DCBULK*EXP( −Z*DPBULK) +DOP)
111 C PRINT * , ’RHOBULK= ’ , RHOBULK
112
113 C DRHOBULK=RHOBULK*F / R /ATEM
114 C PRINT * , ’DRHOBULK= ’ , DRHOBULK
115
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116 PRINT * , ’Y1= ’ , Y1
117 H=Y1 / ( NJ −1)
118 PRINT * , ’H= ’ , H
119
120 C C o e f f i c i e n t f o r t h e c h a r g e d e n s i t y
121 CHARCOE=F * * 2 / ( 8 . 3 1 4 *ATEM)
122 PRINT * , ’ c h a r g e C o e f f i c i e n t ’ , CHARCOE
123
124 C SURFACE CHARGE
125 DQCHARGE=QCHARGE*F / ( 8 . 3 1 4 *ATEM)
126 PRINT * , ’SURFACE CHARGE’ , DQCHARGE
127
128 C Number o f t h e C u r r e n t D e n s i t y p o i n t s −NCOUNTMAX
129 337 FORMAT ( I2 / I7 / E15 . 8 / E15 . 8 / E15 . 8 / E15 . 8 / E15 . 8 / I7 )
130 w r i t e ( 1 6 , 3 3 7 ) N, NJ , H, DOP, ELE , Z ( 1 ) ,Z ( 2 ) ,NCOUNTMAX
131
132 NCOUNT=0
133
134 5 NCOUNT=NCOUNT+1
135
136
137 PRINT * , ’NCOUNT’ , NCOUNT
138
139 IF (NCOUNT. GE . 2 ) GO TO 10
140
141 LCT=0
142 DO 28 J =1 , NJ
143 DO 28 I =1 ,N
144
145 C( I , J ) =0 .0
146 FLUX( 1 , J ) =CSURF / ( F*Z ( 1 ) )
147 FLUX( 2 , J ) =0 .0
148 DPOT( J ) =0 .155* (1 .0 −EXP( −LCT*H) )
149 C DPOT( J ) =1 .0
150 C DPOT( J ) =32 .0153700899657*(EXP( −LCT*H) )
151 C DPOT( J ) =0 .0
152 DRHO( J ) =F *(CBULK( 2 ) −CBULK( 1 ) +DOP) *F / (ATEM* 8 . 3 1 4 )
153
154 DCBULK( 1 , J ) =CBULK( 1 ) *EXP( Z ( 1 ) *DPOT( J ) )
155 DCBULK( 2 , J ) =CBULK( 2 ) *EXP( Z ( 2 ) *DPOT( J ) )
156 C DCBULK( 1 , J ) =CBULK( 1 )
157 C DCBULK( 2 , J ) =CBULK( 2 )
158 DCONC( 1 , J ) =DCBULK( 1 , J )
159 DCONC( 2 , J ) =DCBULK( 2 , J )
160 LCT=LCT+1
161 28 CURRENT( J ) =CSURF
162
163 DO 28 J =1 , NJ
164 DO 28 I =1 ,N
165 C( I , J ) =0 .0
166 FLUX( 1 , J ) =0 .0
167 FLUX( 2 , J ) =0 .0
168 DPOT( J ) =0 .0
169 DRHO( J ) =0 .0
170 DCONC( 1 , J ) =0 .0
171 DCONC( 2 , J ) =0 .0
172 28 CURRENT( J ) =0 .0
173 Read s t e a d y s t a t e v a l u e s from p r e v i o u s c o n d i t i o n
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174
175 2 READ( 1 3 , 3 3 4 ) (FLUXIG ( 1 , J ) ,FLUXIG ( 2 , J ) ,DCONCIG( 1 , J ) ,DCONCIG( 2 , J ) ,
176 1 DPOTIG( J ) ,DRHOIG( J ) ,CURRENTIG( J ) ,RXNIG( 1 , J ) ,
177 2 RXNIG( 2 , J ) , J =1 , NJ )
178 DO 3 J =1 , NJ
179 DO 3 I =1 ,N
180 C( I , J ) =0 .0
181 FLUX( 1 , J ) =FLUXIG ( 1 , J )
182 FLUX( 2 , J ) =FLUXIG ( 2 , J )
183 DCONC( 1 , J ) =DCONCIG( 1 , J )
184 DCONC( 2 , J ) =DCONCIG( 2 , J )
185 DPOT( J ) =DPOTIG( J )
186 DRHO( J ) =DRHOIG( J )
187 3 CURRENT( J ) =CURRENTIG( J )
188
189 10 JCOUNT=0
190 TOL=1 .E−12
191 C TOL=1 .E−10*N*NJ / 1 . E6
192 PRINT * , ’TOL= ’ , TOL
193 22 JCOUNT=JCOUNT+1
194 AMP=0.0
195 J =0
196 DO 23 I =1 ,N
197 DO 23 K=1 ,N
198 Y( I ,K) =0 .0
199 23 X( I ,K) =0 .0
200 24 J=J +1
201 DO 25 I =1 ,N
202 G( I ) =0 .0
203 DO 25 K=1 ,N
204 A( I ,K) =0 .0
205 B( I ,K) =0 .0
206 25 D( I ,K) =0 .0
207
208 IF ( J . EQ . 1 ) CALL BC1 ( J )
209 IF ( J . GT. 1 .AND. J . LT . NJ ) CALL ETL( J )
210 IF ( J . EQ . NJ ) CALL BCNJ( J )
211 CALL BAND( J )
212
213 AMP=AMP+DABS(G( 1 ) ) +DABS(G( 2 ) ) +DABS(G( 3 ) ) +DABS(G( 4 ) )
214 1 +DABS(G( 5 ) ) +DABS(G( 6 ) ) +DABS(G( 7 ) ) +DABS(G( 8 ) )
215 2 +DABS(G( 9 ) )
216
217 IF ( J . LT . NJ ) GO TO 24
218
219 PRINT * , ’ERROR= ’ , AMP
220
221 CONCU=EXP ( 5 . 0 ) −1.0
222 CONCD=1.0 −EXP( − 5 . 0 )
223 DO 16 K=1 , NJ
224 C IF (C( 1 ,K) . LT. −CONCD*FLUX( 1 ,K) ) C( 1 ,K) =−CONCD*FLUX( 1 ,K)
225 C IF (C( 1 ,K) . GT . CONCU*FLUX( 1 ,K) ) C( 1 ,K) = CONCU*FLUX( 1 ,K)
226 FLUX( 1 ,K) =FLUX( 1 ,K) +C( 1 ,K)
227 FLUX( 2 ,K) =FLUX( 2 ,K) +C( 2 ,K)
228 IF (C( 3 ,K) . LT. −CONCD*DCONC( 1 ,K) ) C( 3 ,K) =−CONCD*DCONC( 1 ,K)
229 IF (C( 3 ,K) . GT . CONCU*DCONC( 1 ,K) ) C( 3 ,K) = CONCU*DCONC( 1 ,K)
230 DCONC( 1 ,K) =DCONC( 1 ,K) +C( 3 ,K)
231
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232 IF (C( 4 ,K) . LT. −CONCD*DCONC( 2 ,K) ) C( 4 ,K) =−CONCD*DCONC( 2 ,K)
233 IF (C( 4 ,K) . GT . CONCU*DCONC( 2 ,K) ) C( 4 ,K) = CONCU*DCONC( 2 ,K)
234 DCONC( 2 ,K) =DCONC( 2 ,K) +C( 4 ,K)
235 IF (C( 5 ,K) . LT . − 4 0 . ) C( 5 ,K) = −40.
236 IF (C( 5 ,K) . GT . 4 0 . ) C( 5 ,K) = 4 0 .
237 DPOT(K) =DPOT(K) +C( 5 ,K)
238 DRHO(K) =DRHO(K) +C( 6 ,K)
239 CURRENT(K) =CURRENT(K) +C( 7 ,K)
240 RXN( 1 ,K) =RXN( 1 ,K) +C( 8 ,K)
241 RXN( 2 ,K) =RXN( 2 ,K) +C( 9 ,K)
242 16 CONTINUE
243
244 WRITE( 1 2 , 3 0 2 ) (JCOUNT)
245
246 C I f t h e e r r o r i s l e s s t h e n t h e t o l e r a n c e , f i n i s h program
247 IF (DABS(AMP) . LT .DABS(TOL) ) GO TO 15
248
249 C I f t h e e r r o r i s g r e a t e r t h e n t o l e r a n c e , do a n o t h e r i t e r a t i o n
250 33 IF (JCOUNT . LE . 1 9 ) GO TO 22
251 PRINT 102
252
253 15 PRINT 103 , AMP, FLUX( 1 , 1 ) ,FLUX( 1 , NJ )
254 37 PRINT 107 , FLUX( 2 , 1 ) ,FLUX( 2 , NJ )
255 27 PRINT 104 , DCONC( 1 , 1 ) ,DCONC( 1 , NJ )
256 38 PRINT 108 , DCONC( 2 , 1 ) ,DCONC( 2 , NJ )
257 30 PRINT 105 , DPOT( 1 ) ,DPOT( NJ )
258 36 PRINT 106 , DRHO( 1 ) ,DRHO( NJ )
259 39 PRINT 109 , CURRENT( 1 ) ,CURRENT( NJ )
260 PRINT * , ’JCOUNT= ’ ,JCOUNT
261
262 DO 21 J =1 , NJ
263 BIG=FLUX( 1 , J )
264 BIG2 =1 .0E−20
265 21 IF (ABS( BIG ) . LE . BIG2 ) FLUX( 1 , J ) =0 .0
266
267 DO 40 J =1 , NJ
268 BIG=FLUX( 2 , J )
269 BIG2 =1 .0E−20
270 40 IF (ABS( BIG ) . LE . BIG2 ) FLUX( 2 , J ) =0 .0
271
272 DO 19 J =1 , NJ
273 BIG=DCONC( 1 , J )
274 BIG2 =1 .0E−9
275 19 IF (ABS( BIG ) . LE . BIG2 ) DCONC( 1 , J ) =0 .0
276
277 DO 41 J =1 , NJ
278 BIG=DCONC( 2 , J )
279 BIG2 =1 .0E−20
280 41 IF (ABS( BIG ) . LE . BIG2 ) DCONC( 2 , J ) =0 .0
281
282 DO 26 J =1 , NJ
283 BIG=DPOT( J )
284 BIG2 =1 .0E−20
285 26 IF (ABS( BIG ) . LE . BIG2 ) DPOT( J ) =0 .0
286
287 DO 35 J =1 , NJ
288 BIG=DRHO( J )
289 BIG2 =1 .0E−20
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290 35 IF (ABS( BIG ) . LE . BIG2 ) DRHO( J ) =0 .0
291
292 DO 42 J =1 , NJ
293 BIG=CURRENT( J )
294 BIG2 =1 .0E−20
295 42 IF (ABS( BIG ) . LE . BIG2 ) CURRENT( J ) =0 .0
296
297 DO 43 J =1 , NJ
298 DO 43 I =1 ,2
299 BIG=RXN( I , J )
300 BIG2 =1 .0E−20
301 43 IF (ABS( BIG ) . LE . BIG2 ) RXN( I , J ) =0 .0
302
303 WRITE( 1 3 , 3 3 4 ) (FLUX( 1 , J ) ,FLUX( 2 , J ) ,DCONC( 1 , J ) ,DCONC( 2 , J ) ,
304 1 DPOT( J ) ,DRHO( J ) ,CURRENT( J ) ,RXN( 1 , J ) ,RXN( 2 , J ) ,
305 2 J =1 , NJ )
306 C CLOSE( 1 3 , STATUS= ’ d e l e t e ’ )
307 CSURF=CSURF+2.0
308 IF (NCOUNT. GT .NCOUNTMAX) GO TO 6
309
310 4 IF (NCOUNT. LE .NCOUNTMAX) GO TO 5
311
312 6 END PROGRAM QDETL
313
314
315
316 c SUBROUTINE BC1( J )
317 SUBROUTINE BC1 ( J )
318 IMPLICIT DOUBLE PRECISION (A−H, O−Z )
319 COMMON/BAB/ A( 9 , 9 ) ,B( 9 , 9 ) ,C( 9 , 1 0 0 0 0 0 1 ) ,D( 9 , 1 9 ) ,G( 9 ) ,X( 9 , 9 ) ,Y( 9 , 9 )
320 COMMON/NSN/ N, NJ
321 COMMON/VAR/ FLUX( 2 , 1 0 0 0 0 0 1 ) ,CURRENT(1000001)
322 COMMON/DVAR/ DCONC( 2 , 1 0 0 0 0 0 1 ) ,DPOT(1000001) ,DRHO(1000001)
323 COMMON/VARR/ H, EBIG , Y1 , JCOUNT, LCT
324 COMMON/CONSTANT/ F , DIFF ( 2 ) ,Z ( 2 )
325 COMMON/CONCENRATION/ DCBULK( 2 , 1 0 0 0 0 0 1 ) ,R ,DPBULK,DRHOBULK
326 COMMON/DCOMCENTRATION/ CBULK( 2 ) ,PBULK,RHOBULK
327 COMMON/ SURF / CSURF ,ATEM, DOP, ELE
328 COMMON/ REFERENCE / REF ( 3 )
329 COMMON/CHARGE/ DQCHARGE,QCHARGE,CHARCOE
330 COMMON/ CONSTRAIN / CONCU,CONCD
331 COMMON/ REACTION / RXN( 2 , 1 0 0 0 0 0 1 )
332 COMMON/REARATE/ RATEE, CONCIN
333 301 FORMAT (5 x , ’ J= ’ I5 , 9E18 . 9 )
334
335 C FOR ELECTRON−MEB
336
337
338 G( 1 ) =FLUX( 1 , J ) −CSURF / ( F*Z ( 1 ) )
339 B( 1 , 1 ) = −1.0
340 BIG=ABS(FLUX( 1 , J ) )
341 BIG2=ABS(CSURF / ( F*Z ( 1 ) ) )
342 IF ( BIG2 . GT . BIG ) BIG=BIG2
343 IF (ABS(G( 1 ) ) . LT . BIG*EBIG ) G( 1 ) =0
344
345 C C FOR HOLE−MEB
346 G( 2 ) =FLUX( 2 , J )
347 B( 2 , 2 ) = −1.0
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348 BIG=ABS(FLUX( 2 , J ) )
349 IF (ABS(G( 2 ) ) . LT . BIG*EBIG ) G( 2 ) =0
350
351 c FOR ELECTRON−FLUX
352
353 G( 3 ) =DCONC( 1 , J ) −DCBULK( 1 , J )
354 B( 3 , 3 ) = −1.0
355
356 BIG=ABS(DCONC( 1 , J ) )
357 BIG2=ABS(DCBULK( 1 , J ) )
358 IF ( BIG2 . GT . BIG ) BIG=BIG2
359 IF (ABS(G( 3 ) ) . LT . BIG*EBIG ) G( 3 ) =0
360
361 C FOR HOLE−FLUX
362
363 G( 4 ) =DCONC( 2 , J ) −DCBULK( 2 , J )
364 B( 4 , 4 ) = −1.0
365
366 BIG=ABS(DCONC( 2 , J ) )
367 BIG2=ABS(DCBULK( 2 , J ) )
368 IF ( BIG2 . GT . BIG ) BIG=BIG2
369 IF (ABS(G( 4 ) ) . LT . BIG*EBIG ) G( 4 ) =0
370
371
372 C FOR POISSON ’ S EQUATION
373
374 G( 5 ) =DPOT( J )
375 B( 5 , 5 ) = −1.0
376 BIG=ABS(DPOT( J ) )
377 IF (ABS(G( 5 ) ) . LT . BIG*EBIG ) G( 5 ) =0
378
379 C FOR CHARGE DENSITY
380
381 G( 6 ) =CHARCOE*(Z ( 1 ) *DCONC( 1 , J ) *EXP( −Z ( 1 ) *DPOT( J ) )
382 1 +Z ( 2 ) *DCONC( 2 , J ) *EXP( −Z ( 2 ) *DPOT( J ) ) +DOP)
383 2 −DRHO( J )
384 B( 6 , 3 ) =−CHARCOE*Z ( 1 ) *EXP( −Z ( 1 ) *DPOT( J ) )
385 B( 6 , 4 ) =−CHARCOE*Z ( 2 ) *EXP( −Z ( 2 ) *DPOT( J ) )
386 B( 6 , 5 ) =(Z ( 1 ) **2) *CHARCOE*DCONC( 1 , J ) *EXP( −Z ( 1 ) *DPOT( J ) )
387 1 +(Z ( 2 ) **2) *CHARCOE*DCONC( 2 , J ) *EXP( −Z ( 2 ) *DPOT( J ) )
388 B( 6 , 6 ) =+1.0
389 BIG=ABS(CHARCOE*Z ( 1 ) *DCONC( 1 , J ) *EXP( −Z ( 1 ) *DPOT( J ) ) )
390 BIG2=ABS(CHARCOE*Z ( 2 ) *DCONC( 2 , J ) *EXP( −Z ( 2 ) *DPOT( J ) ) )
391 IF ( BIG2 . GT . BIG ) BIG=BIG2
392 BIG3=ABS(DRHO( J ) )
393 IF ( BIG3 . GT . BIG ) BIG=BIG3
394 BIG4=ABS(CHARCOE*DOP)
395 IF ( BIG4 . GT . BIG ) BIG=BIG4
396 IF (ABS(G( 6 ) ) . LT . BIG*EBIG ) G( 6 ) =0
397 C For c u r r e n t d e n s i t y
398 G( 7 ) =F *(Z ( 1 ) *FLUX( 1 , J ) +Z ( 2 ) *FLUX( 2 , J ) ) −CURRENT( J )
399 B( 7 , 1 ) =−F*Z ( 1 )
400 B( 7 , 2 ) =−F*Z ( 2 )
401 B( 7 , 7 ) =+1.0
402 BIG=ABS( F*Z ( 1 ) *FLUX( 1 , J ) )
403 BIG2=ABS( F*Z ( 2 ) *FLUX( 2 , J ) )
404 IF ( BIG2 . GT . BIG ) BIG=BIG2
405 BIG3=ABS(CURRENT( J ) )

218



406 IF ( BIG3 . GT . BIG ) BIG=BIG3
407 IF (ABS(G( 7 ) ) . LT . BIG*EBIG ) G( 7 ) =0
408 C For homogeneous r e a c t i o n o f e l e c t r o n s
409 G( 8 ) =−RATEE*(DCONC( 1 , J ) *DCONC( 2 , J ) −CONCIN**2) −RXN( 1 , J )
410 B( 8 , 3 ) =RATEE*DCONC( 2 , J )
411 B( 8 , 4 ) =RATEE*DCONC( 1 , J )
412 B( 8 , 8 ) =1 .0
413 BIG=ABS(RATEE*DCONC( 1 , J ) *DCONC( 2 , J ) )
414 BIG2=ABS(RATEE*CONCIN**2)
415 IF ( BIG2 . GT . BIG ) BIG=BIG2
416 BIG3=ABS(RXN( 1 , J ) )
417 IF ( BIG3 . GT . BIG ) BIG=BIG3
418 IF (ABS(G( 8 ) ) . LT . BIG*EBIG ) G( 8 ) =0
419 C For homogeneous r e a c t i o n o f h o l e s
420 G( 9 ) =−RATEE*(DCONC( 1 , J ) *DCONC( 2 , J ) −CONCIN**2) −RXN( 2 , J )
421 B( 9 , 3 ) =RATEE*DCONC( 2 , J )
422 B( 9 , 4 ) =RATEE*DCONC( 1 , J )
423 B( 9 , 9 ) =1 .0
424 BIG=ABS( −RATEE*DCONC( 1 , J ) *DCONC( 2 , J ) )
425 BIG2=ABS(RATEE*CONCIN**2)
426 IF ( BIG2 . GT . BIG ) BIG=BIG2
427 BIG3=ABS(RXN( 2 , J ) )
428 IF ( BIG3 . GT . BIG ) BIG=BIG3
429 IF (ABS(G( 9 ) ) . LT . BIG*EBIG ) G( 9 ) =0
430 CONTINUE
431
432 212 WRITE( 1 2 , 3 0 1 ) J , (G(K) ,K=1 ,N)
433
434 RETURN
435 END
436 c SUBROUTINE ETL ( J )
437 SUBROUTINE ETL ( J )
438 IMPLICIT DOUBLE PRECISION (A−H, O−Z )
439 COMMON/BAB/ A( 9 , 9 ) ,B( 9 , 9 ) ,C( 9 , 1 0 0 0 0 0 1 ) ,D( 9 , 1 9 ) ,G( 9 ) ,X( 9 , 9 ) ,Y( 9 , 9 )
440 COMMON/NSN/ N, NJ
441 COMMON/VAR/ FLUX( 2 , 1 0 0 0 0 0 1 ) ,CURRENT(1000001)
442 COMMON/DVAR/ DCONC( 2 , 1 0 0 0 0 0 1 ) ,DPOT(1000001) ,DRHO(1000001)
443 COMMON/VARR/ H, EBIG , Y1 , JCOUNT, LCT
444 COMMON/CONSTANT/ F , DIFF ( 2 ) ,Z ( 2 )
445 COMMON/CONCENRATION/ DCBULK( 2 , 1 0 0 0 0 0 1 ) ,R ,DPBULK,DRHOBULK
446 COMMON/DCOMCENTRATION/ CBULK( 2 ) ,PBULK,RHOBULK
447 COMMON/ SURF / CSURF ,ATEM, DOP, ELE
448 COMMON/ REFERENCE / REF ( 3 )
449 COMMON/CHARGE/ DQCHARGE,QCHARGE,CHARCOE
450 COMMON/ CONSTRAIN / CONCU,CONCD
451 COMMON/ REACTION / RXN( 2 , 1 0 0 0 0 0 1 )
452 COMMON/REARATE/ RATEE, CONCIN
453
454 301 FORMAT (5 x , ’ J= ’ I5 , 9E18 . 9 )
455 866 FORMAT (5 x , ’ J= ’ I5 , 36E18 . 9 )
456 C C FOR ELECTRON−MEB
457 G( 1 ) =(FLUX( 1 , J ) −FLUX( 1 , J −1) ) /H−RXN( 1 , J −1)
458 A( 1 , 1 ) = + 1 . /H
459 B( 1 , 1 ) = −1 . /H
460 A( 1 , 8 ) =+1.0
461 BIG=ABS(FLUX( 1 , J ) / ( H) )
462 BIG2=ABS( −FLUX( 1 , J −1) / ( H) )
463 IF ( BIG2 . GT . BIG ) BIG=BIG2
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464 BIG3=ABS(RXN( 1 , J −1) )
465 IF ( BIG3 . GT . BIG ) BIG=BIG3
466 IF (ABS(G( 1 ) ) . LT . BIG*EBIG ) G( 1 ) =0
467
468
469 C FOR HOLES−MEB
470
471 G( 2 ) =(FLUX( 2 , J ) −FLUX( 2 , J −1) ) /H−RXN( 2 , J −1)
472 A( 2 , 2 ) = + 1 . /H
473 B( 2 , 2 ) = −1 . /H
474 A( 2 , 9 ) =+1.0
475 BIG=ABS(FLUX( 2 , J ) /H)
476 BIG2=ABS( −FLUX( 2 , J −1) /H)
477 IF ( BIG2 . GT . BIG ) BIG=BIG2
478 BIG3=ABS(RXN( 2 , J −1) )
479 IF ( BIG3 . GT . BIG ) BIG=BIG3
480 IF (ABS(G( 2 ) ) . LT . BIG*EBIG ) G( 2 ) =0
481
482 C FOR ELECTRON−FLUX
483
484 G( 3 ) =DIFF ( 1 ) * (DCONC( 1 , J )
485 1 −DCONC( 1 , J −1) ) /H*EXP( −0 .5*Z ( 1 ) * (DPOT( J ) +DPOT( J −1) ) )
486 2 +FLUX( 1 , J )
487 A( 3 , 3 ) =+DIFF ( 1 ) /H*EXP( −0 .5*Z ( 1 ) * (DPOT( J ) +DPOT( J −1) ) )
488 B( 3 , 3 ) =−DIFF ( 1 ) /H*EXP( −0 .5*Z ( 1 ) * (DPOT( J ) +DPOT( J −1) ) )
489 A( 3 , 5 ) =+0.5*Z ( 1 ) *DIFF ( 1 ) * (DCONC( 1 , J )
490 1 −DCONC( 1 , J −1) ) /H*EXP( −0 .5*Z ( 1 ) * (DPOT( J ) +DPOT( J −1) ) )
491 B( 3 , 5 ) =+0.5*Z ( 1 ) *DIFF ( 1 ) * (DCONC( 1 , J )
492 1 −DCONC( 1 , J −1) ) /H*EXP( −0 .5*Z ( 1 ) * (DPOT( J ) +DPOT( J −1) ) )
493 B( 3 , 1 ) = −1.0
494
495 BIG=ABS( DIFF ( 1 ) *DCONC( 1 , J −1) /H*EXP( −0 .5*Z ( 1 ) * (DPOT( J ) +DPOT( J −1) ) ) )
496 BIG2=ABS( DIFF ( 1 ) *DCONC( 1 , J ) /H*EXP( −0 .5*Z ( 1 ) * (DPOT( J ) +DPOT( J −1) ) ) )
497 IF ( BIG2 . GT . BIG ) BIG=BIG2
498 BIG3=ABS(FLUX( 1 , J ) )
499 IF ( BIG3 . GT . BIG ) BIG=BIG3
500 IF (ABS(G( 3 ) ) . LT . BIG*EBIG ) G( 3 ) =0
501 C FOR HOLES−FLUX
502 G( 4 ) =DIFF ( 2 ) * (DCONC( 2 , J )
503 1 −DCONC( 2 , J −1) ) /H*EXP( −0 .5*Z ( 2 ) * (DPOT( J ) +DPOT( J −1) ) )
504 2 +FLUX( 2 , J )
505 A( 4 , 4 ) =+DIFF ( 2 ) /H*EXP( −0 .5*Z ( 2 ) * (DPOT( J ) +DPOT( J −1) ) )
506 B( 4 , 4 ) =−DIFF ( 2 ) /H*EXP( −0 .5*Z ( 2 ) * (DPOT( J ) +DPOT( J −1) ) )
507 A( 4 , 5 ) =+0.5*Z ( 2 ) *DIFF ( 2 ) * (DCONC( 2 , J )
508 1 −DCONC( 2 , J −1) ) /H*EXP( −0 .5*Z ( 2 ) * (DPOT( J ) +DPOT( J −1) ) )
509 B( 4 , 5 ) =+0.5*Z ( 2 ) *DIFF ( 2 ) * (DCONC( 2 , J )
510 1 −DCONC( 2 , J −1) ) /H*EXP( −0 .5*Z ( 2 ) * (DPOT( J ) +DPOT( J −1) ) )
511 B( 4 , 2 ) = −1.0
512
513 BIG=ABS( DIFF ( 2 ) *DCONC( 2 , J −1) /H*EXP( −0 .5*Z ( 2 ) * (DPOT( J ) +DPOT( J −1) ) ) )
514 BIG2=ABS( DIFF ( 2 ) *DCONC( 2 , J ) /H*EXP( −0 .5*Z ( 2 ) * (DPOT( J ) +DPOT( J −1) ) ) )
515 IF ( BIG2 . GT . BIG ) BIG=BIG2
516 BIG3=ABS(FLUX( 2 , J ) )
517 IF ( BIG3 . GT . BIG ) BIG=BIG3
518 IF (ABS(G( 4 ) ) . LT . BIG*EBIG ) G( 4 ) =0
519
520 C FOR POISSON ’ S E q u a t i o n
521 G( 5 ) =(DPOT( J +1) −2.*DPOT( J ) +DPOT( J −1) ) /H**2+DRHO( J ) / ELE

220



522 A( 5 , 5 ) = −1 . /H**2
523 B( 5 , 5 ) = + 2 . /H**2
524 D( 5 , 5 ) = −1 . /H**2
525 B( 5 , 6 ) = −1 . /ELE
526 BIG=ABS(DPOT( J +1) /H**2)
527 BIG2=ABS ( 2 . *DPOT( J ) /H**2)
528 IF ( BIG2 . GT . BIG ) BIG=BIG2
529 BIG3=ABS(DPOT( J −1) /H**2)
530 IF ( BIG3 . GT . BIG ) BIG=BIG3
531 BIG4=ABS(DRHO( J ) / ELE )
532 IF ( BIG4 . GT . BIG ) BIG=BIG4
533 IF (ABS(G( 5 ) ) . LT . BIG*EBIG ) G( 5 ) =0
534
535 C FOR CHARGE DENSITY
536
537 G( 6 ) =CHARCOE*(Z ( 1 ) *DCONC( 1 , J ) *EXP( −Z ( 1 ) *DPOT( J ) )
538 1 +Z ( 2 ) *DCONC( 2 , J ) *EXP( −Z ( 2 ) *DPOT( J ) ) +DOP)
539 2 −DRHO( J )
540 B( 6 , 3 ) =−CHARCOE*Z ( 1 ) *EXP( −Z ( 1 ) *DPOT( J ) )
541 B( 6 , 4 ) =−CHARCOE*Z ( 2 ) *EXP( −Z ( 2 ) *DPOT( J ) )
542 B( 6 , 5 ) =(Z ( 1 ) **2) *CHARCOE*DCONC( 1 , J ) *EXP( −Z ( 1 ) *DPOT( J ) )
543 1 +(Z ( 2 ) **2) *CHARCOE*DCONC( 2 , J ) *EXP( −Z ( 2 ) *DPOT( J ) )
544 B( 6 , 6 ) =+1.0
545 BIG=ABS(CHARCOE*Z ( 1 ) *DCONC( 1 , J ) *EXP( −Z ( 1 ) *DPOT( J ) ) )
546 BIG2=ABS(CHARCOE*Z ( 2 ) *DCONC( 2 , J ) *EXP( −Z ( 2 ) *DPOT( J ) ) )
547 IF ( BIG2 . GT . BIG ) BIG=BIG2
548 BIG3=ABS(DRHO( J ) )
549 IF ( BIG3 . GT . BIG ) BIG=BIG3
550 BIG4=ABS(CHARCOE*DOP)
551 IF ( BIG4 . GT . BIG ) BIG=BIG4
552 IF (ABS(G( 6 ) ) . LT . BIG*EBIG ) G( 6 ) =0
553 C For c u r r e n t d e n s i t y
554 G( 7 ) =F *(Z ( 1 ) *FLUX( 1 , J ) +Z ( 2 ) *FLUX( 2 , J ) ) −CURRENT( J )
555 B( 7 , 1 ) =−F*Z ( 1 )
556 B( 7 , 2 ) =−F*Z ( 2 )
557 B( 7 , 7 ) =+1.0
558 BIG=ABS( F*Z ( 1 ) *FLUX( 1 , J ) )
559 BIG2=ABS( F*Z ( 2 ) *FLUX( 2 , J ) )
560 IF ( BIG2 . GT . BIG ) BIG=BIG2
561 BIG3=ABS(CURRENT( J ) )
562 IF ( BIG3 . GT . BIG ) BIG=BIG3
563 IF (ABS(G( 7 ) ) . LT . BIG*EBIG ) G( 7 ) =0
564 C For homogeneous r e a c t i o n o f e l e c t r o n s
565 G( 8 ) =−RATEE*(DCONC( 1 , J ) *DCONC( 2 , J ) −CONCIN**2) −RXN( 1 , J )
566 B( 8 , 3 ) =RATEE*DCONC( 2 , J )
567 B( 8 , 4 ) =RATEE*DCONC( 1 , J )
568 B( 8 , 8 ) =1 .0
569 BIG=ABS(RATEE*DCONC( 1 , J ) *DCONC( 2 , J ) )
570 BIG2=ABS(RATEE*CONCIN**2)
571 IF ( BIG2 . GT . BIG ) BIG=BIG2
572 BIG3=ABS(RXN( 1 , J ) )
573 IF ( BIG3 . GT . BIG ) BIG=BIG3
574 IF (ABS(G( 8 ) ) . LT . BIG*EBIG ) G( 8 ) =0
575 C For homogeneous r e a c t i o n o f h o l e s
576 G( 9 ) =−RATEE*(DCONC( 1 , J ) *DCONC( 2 , J ) −CONCIN**2) −RXN( 2 , J )
577 B( 9 , 3 ) =RATEE*DCONC( 2 , J )
578 B( 9 , 4 ) =RATEE*DCONC( 1 , J )
579 B( 9 , 9 ) =1 .0
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580 BIG=ABS( −RATEE*DCONC( 1 , J ) *DCONC( 2 , J ) )
581 BIG2=ABS(RATEE*CONCIN**2)
582 IF ( BIG2 . GT . BIG ) BIG=BIG2
583 BIG3=ABS(RXN( 2 , J ) )
584 IF ( BIG3 . GT . BIG ) BIG=BIG3
585 IF (ABS(G( 9 ) ) . LT . BIG*EBIG ) G( 9 ) =0
586
587 CONTINUE
588 C SAVE G OUT DATA
589 212 DO 11 I =2 ,NJ−1
590 11 I f ( I . EQ . J ) WRITE( 1 2 , 3 0 1 ) J , (G(K) ,K=1 ,N)
591
592 888 i f ( J . EQ . 2 ) WRITE( 8 8 , 8 6 6 ) J , ( B( 1 , 1 ) ) , (B( 2 , 2 ) ) , (B( 3 , 1 ) ) , (B( 3 , 3 ) ) ,
593 1 (B( 3 , 5 ) ) , (B( 4 , 2 ) ) , (B( 4 , 4 ) ) , (B( 4 , 5 ) ) , (B( 5 , 5 ) ) , (B( 5 , 6 ) ) ,
594 2 (B( 6 , 3 ) ) , (B( 6 , 4 ) ) , (B( 6 , 5 ) ) , (B( 6 , 6 ) )
595 RETURN
596 END
597 c SUBROUTINE BCNJ( J )
598 SUBROUTINE BCNJ( J )
599 IMPLICIT DOUBLE PRECISION (A−H, O−Z )
600 COMMON/BAB/ A( 9 , 9 ) ,B( 9 , 9 ) ,C( 9 , 1 0 0 0 0 0 1 ) ,D( 9 , 1 9 ) ,G( 9 ) ,X( 9 , 9 ) ,Y( 9 , 9 )
601 COMMON/NSN/ N, NJ
602 COMMON/VAR/ FLUX( 2 , 1 0 0 0 0 0 1 ) ,CURRENT(1000001)
603 COMMON/DVAR/ DCONC( 2 , 1 0 0 0 0 0 1 ) ,DPOT(1000001) ,DRHO(1000001)
604 COMMON/VARR/ H, EBIG , Y1 , JCOUNT, LCT
605 COMMON/CONSTANT/ F , DIFF ( 2 ) ,Z ( 2 )
606 COMMON/CONCENRATION/ DCBULK( 2 , 1 0 0 0 0 0 1 ) ,R ,DPBULK,DRHOBULK
607 COMMON/DCOMCENTRATION/ CBULK( 2 ) ,PBULK,RHOBULK
608 COMMON/ SURF / CSURF ,ATEM, DOP, ELE
609 COMMON/ REFERENCE / REF ( 3 )
610 COMMON/CHARGE/ DQCHARGE,QCHARGE,CHARCOE
611 COMMON/ CONSTRAIN / CONCU,CONCD
612 COMMON/ REACTION / RXN( 2 , 1 0 0 0 0 0 1 )
613 COMMON/REARATE/ RATEE, CONCIN
614
615
616 301 FORMAT (5 x , ’ J= ’ I5 , 9E18 . 9 )
617 866 FORMAT (5 x , ’ J= ’ I5 , 36E18 . 9 )
618 C C FOR ELECTRON−MEB
619
620 G( 1 ) =(FLUX( 1 , J ) −FLUX( 1 , J −1) ) /H−RXN( 1 , J −1)
621 A( 1 , 1 ) = + 1 . /H
622 B( 1 , 1 ) = −1 . /H
623 A( 1 , 8 ) =+1.0
624 BIG=ABS(FLUX( 1 , J ) / ( H) )
625 BIG2=ABS( −FLUX( 1 , J −1) / ( H) )
626 IF ( BIG2 . GT . BIG ) BIG=BIG2
627 BIG3=ABS(RXN( 1 , J −1) )
628 IF ( BIG3 . GT . BIG ) BIG=BIG3
629 IF (ABS(G( 1 ) ) . LT . BIG*EBIG ) G( 1 ) =0
630
631
632
633 C C FOR HOLE−MEB
634
635 G( 2 ) =(FLUX( 2 , J ) −FLUX( 2 , J −1) ) /H−RXN( 2 , J −1)
636 A( 2 , 2 ) = + 1 . /H
637 B( 2 , 2 ) = −1 . /H
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638 A( 2 , 9 ) =+1.0
639 BIG=ABS(FLUX( 2 , J ) /H)
640 BIG2=ABS(FLUX( 2 , J −1) /H)
641 IF ( BIG2 . GT . BIG ) BIG=BIG2
642 BIG3=ABS(RXN( 2 , J −1) )
643 IF ( BIG3 . GT . BIG ) BIG=BIG3
644 IF (ABS(G( 2 ) ) . LT . BIG*EBIG ) G( 2 ) =0
645
646 C FOR ELECTON−FLUX
647 G( 3 ) =DIFF ( 1 ) * (DCONC( 1 , J )
648 1 −DCONC( 1 , J −1) ) /H*EXP( −0 .5*Z ( 1 ) * (DPOT( J ) +DPOT( J −1) ) )
649 2 +FLUX( 1 , J )
650 A( 3 , 3 ) =+DIFF ( 1 ) /H*EXP( −0 .5*Z ( 1 ) * (DPOT( J ) +DPOT( J −1) ) )
651 B( 3 , 3 ) =−DIFF ( 1 ) /H*EXP( −0 .5*Z ( 1 ) * (DPOT( J ) +DPOT( J −1) ) )
652 A( 3 , 5 ) =+0.5*Z ( 1 ) *DIFF ( 1 ) * (DCONC( 1 , J )
653 1 −DCONC( 1 , J −1) ) /H*EXP( −0 .5*Z ( 1 ) * (DPOT( J ) +DPOT( J −1) ) )
654 B( 3 , 5 ) =+0.5*Z ( 1 ) *DIFF ( 1 ) * (DCONC( 1 , J )
655 1 −DCONC( 1 , J −1) ) /H*EXP( −0 .5*Z ( 1 ) * (DPOT( J ) +DPOT( J −1) ) )
656 B( 3 , 1 ) = −1.0
657
658 BIG=ABS( DIFF ( 1 ) *DCONC( 1 , J −1) /H*EXP( −0 .5*Z ( 1 ) * (DPOT( J ) +DPOT( J −1) ) ) )
659 BIG2=ABS( DIFF ( 1 ) *DCONC( 1 , J ) /H*EXP( −0 .5*Z ( 1 ) * (DPOT( J ) +DPOT( J −1) ) ) )
660 IF ( BIG2 . GT . BIG ) BIG=BIG2
661 BIG3=ABS(FLUX( 1 , J ) )
662 IF ( BIG3 . GT . BIG ) BIG=BIG3
663 IF (ABS(G( 3 ) ) . LT . BIG*EBIG ) G( 3 ) =0
664
665 C FOR HOLE−FLUX
666 G( 4 ) =DIFF ( 2 ) * (DCONC( 2 , J )
667 1 −DCONC( 2 , J −1) ) /H*EXP( −0 .5*Z ( 2 ) * (DPOT( J ) +DPOT( J −1) ) )
668 2 +FLUX( 2 , J )
669 A( 4 , 4 ) =+DIFF ( 2 ) /H*EXP( −0 .5*Z ( 2 ) * (DPOT( J ) +DPOT( J −1) ) )
670 B( 4 , 4 ) =−DIFF ( 2 ) /H*EXP( −0 .5*Z ( 2 ) * (DPOT( J ) +DPOT( J −1) ) )
671 A( 4 , 5 ) =+0.5*Z ( 2 ) *DIFF ( 2 ) * (DCONC( 2 , J )
672 1 −DCONC( 2 , J −1) ) /H*EXP( −0 .5*Z ( 2 ) * (DPOT( J ) +DPOT( J −1) ) )
673 B( 4 , 5 ) =+0.5*Z ( 2 ) *DIFF ( 2 ) * (DCONC( 2 , J )
674 1 −DCONC( 2 , J −1) ) /H*EXP( −0 .5*Z ( 2 ) * (DPOT( J ) +DPOT( J −1) ) )
675 B( 4 , 2 ) = −1.0
676
677 BIG=ABS( DIFF ( 2 ) *DCONC( 2 , J −1) /H*EXP( −0 .5*Z ( 2 ) * (DPOT( J ) +DPOT( J −1) ) ) )
678 BIG2=ABS( DIFF ( 2 ) *DCONC( 2 , J ) /H*EXP( −0 .5*Z ( 2 ) * (DPOT( J ) +DPOT( J −1) ) ) )
679 IF ( BIG2 . GT . BIG ) BIG=BIG2
680 BIG3=ABS(FLUX( 2 , J ) )
681 IF ( BIG3 . GT . BIG ) BIG=BIG3
682 IF (ABS(G( 4 ) ) . LT . BIG*EBIG ) G( 4 ) =0
683
684
685 C FOR POSSON’ S EQUATION
686
687 G( 5 ) =2 .*DQCHARGE/ ( ELE*H) −2 .* (DPOT( J ) −DPOT( J −1) ) /H**2
688 1 + ( 3 . *DRHO( J ) +DRHO( J −1) ) / ( 4 . * ELE)
689 B( 5 , 5 ) = + 2 . /H**2
690 A( 5 , 5 ) = −2 . /H**2
691 A( 5 , 6 ) = −0 .25 /ELE
692 B( 5 , 6 ) = −0 .75 /ELE
693 BIG=ABS ( 2 . *DPOT( J −1) /H**2)
694 BIG2=ABS ( 2 . *DPOT( J ) /H**2)
695 IF ( BIG2 . GT . BIG ) BIG=BIG2
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696 BIG3=ABS ( 3 . *DRHO( J ) / ( 4 . * ELE) )
697 IF ( BIG3 . GT . BIG ) BIG=BIG3
698 BIG4=ABS(DRHO( J −1) / ( 4 . * ELE ) )
699 IF ( BIG4 . GT . BIG ) BIG=BIG4
700 BIG5=ABS ( 2 . *DQCHARGE/ ( ELE*H) )
701 IF ( BIG5 . GT . BIG ) BIG=BIG5
702 IF (ABS(G( 5 ) ) . LT . BIG*EBIG ) G( 5 ) =0
703
704 C FOR CHARGE DENSITY
705 G( 6 ) =CHARCOE*(Z ( 1 ) *DCONC( 1 , J ) *EXP( −Z ( 1 ) *DPOT( J ) )
706 1 +Z ( 2 ) *DCONC( 2 , J ) *EXP( −Z ( 2 ) *DPOT( J ) ) +DOP)
707 2 −DRHO( J )
708 B( 6 , 3 ) =−CHARCOE*Z ( 1 ) *EXP( −Z ( 1 ) *DPOT( J ) )
709 B( 6 , 4 ) =−CHARCOE*Z ( 2 ) *EXP( −Z ( 2 ) *DPOT( J ) )
710 B( 6 , 5 ) =(Z ( 1 ) **2) *CHARCOE*DCONC( 1 , J ) *EXP( −Z ( 1 ) *DPOT( J ) )
711 1 +(Z ( 2 ) **2) *CHARCOE*DCONC( 2 , J ) *EXP( −Z ( 2 ) *DPOT( J ) )
712 B( 6 , 6 ) =+1.0
713 BIG=ABS(CHARCOE*Z ( 1 ) *DCONC( 1 , J ) *EXP( −Z ( 1 ) *DPOT( J ) ) )
714 BIG2=ABS(CHARCOE*Z ( 2 ) *DCONC( 2 , J ) *EXP( −Z ( 2 ) *DPOT( J ) ) )
715 IF ( BIG2 . GT . BIG ) BIG=BIG2
716 BIG3=ABS(DRHO( J ) )
717 IF ( BIG3 . GT . BIG ) BIG=BIG3
718 BIG4=ABS(CHARCOE*DOP)
719 IF ( BIG4 . GT . BIG ) BIG=BIG4
720 IF (ABS(G( 6 ) ) . LT . BIG*EBIG ) G( 6 ) =0
721
722 C For C u r r e n t d e n s i t y
723 G( 7 ) =F *(Z ( 1 ) *FLUX( 1 , J ) +Z ( 2 ) *FLUX( 2 , J ) ) −CURRENT( J )
724 B( 7 , 1 ) =−F*Z ( 1 )
725 B( 7 , 2 ) =−F*Z ( 2 )
726 B( 7 , 7 ) =+1.0
727 BIG=ABS( F*Z ( 1 ) *FLUX( 1 , J ) )
728 BIG2=ABS( F*Z ( 2 ) *FLUX( 2 , J ) )
729 IF ( BIG2 . GT . BIG ) BIG=BIG2
730 BIG3=ABS(CURRENT( J ) )
731 IF ( BIG3 . GT . BIG ) BIG=BIG3
732 IF (ABS(G( 7 ) ) . LT . BIG*EBIG ) G( 7 ) =0
733 C For homogeneous r e a c t i o n o f e l e c t r o n s
734 G( 8 ) =−RATEE*(DCONC( 1 , J ) *DCONC( 2 , J ) −CONCIN**2) −RXN( 1 , J )
735 B( 8 , 3 ) =RATEE*DCONC( 2 , J )
736 B( 8 , 4 ) =RATEE*DCONC( 1 , J )
737 B( 8 , 8 ) =1 .0
738 BIG=ABS(RATEE*DCONC( 1 , J ) *DCONC( 2 , J ) )
739 BIG2=ABS(RATEE*CONCIN**2)
740 IF ( BIG2 . GT . BIG ) BIG=BIG2
741 BIG3=ABS(RXN( 1 , J ) )
742 IF ( BIG3 . GT . BIG ) BIG=BIG3
743 IF (ABS(G( 8 ) ) . LT . BIG*EBIG ) G( 8 ) =0
744 C For homogeneous r e a c t i o n o f h o l e s
745 G( 9 ) =−RATEE*(DCONC( 1 , J ) *DCONC( 2 , J ) −CONCIN**2) −RXN( 2 , J )
746 B( 9 , 3 ) =RATEE*DCONC( 2 , J )
747 B( 9 , 4 ) =RATEE*DCONC( 1 , J )
748 B( 9 , 9 ) =1 .0
749 BIG=ABS( −RATEE*DCONC( 1 , J ) *DCONC( 2 , J ) )
750 BIG2=ABS(RATEE*CONCIN**2)
751 IF ( BIG2 . GT . BIG ) BIG=BIG2
752 BIG3=ABS(RXN( 2 , J ) )
753 IF ( BIG3 . GT . BIG ) BIG=BIG3
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754 IF (ABS(G( 9 ) ) . LT . BIG*EBIG ) G( 9 ) =0
755 CONTINUE
756
757 206 WRITE( 1 2 , 3 0 1 ) J , (G(K) ,K=1 ,N)
758 C WRITE( 4 4 , 3 0 1 ) 1 , (G(K) ,K=1 ,N)
759 WRITE( 4 4 , 3 0 1 ) 5001 , (G(K) ,K=1 ,N)
760 C 209 IF ( J . EQ . 1 ) THEN
761 C WRITE( 4 4 , 3 0 1 ) J , (G(K) ,K=1 ,N)
762 C END IF
763
764 888 WRITE( 8 8 , 8 6 6 ) J , (B( 1 , 1 ) ) , (B( 2 , 2 ) ) , (B( 3 , 1 ) ) , (B( 3 , 3 ) ) , (B( 3 , 5 ) ) ,
765 1 (B( 4 , 2 ) ) , (B( 4 , 4 ) ) , (B( 4 , 5 ) ) , (B( 5 , 5 ) ) , (B( 5 , 6 ) ) , (B( 6 , 3 ) ) , (B( 6 , 4 ) ) ,
766 2 (B( 6 , 5 ) ) , (B( 6 , 6 ) )
767
768 PRINT * , ’ITERATION= ’ , JCOUNT
769 RETURN
770 END
771
772 C SUBROUTINE MATINV
773 SUBROUTINE MATINV(N,M,DETERM)
774 IMPLICIT DOUBLE PRECISION (A−H, O−Z )
775 COMMON/BAB/ A( 9 , 9 ) ,B( 9 , 9 ) ,C( 9 , 1 0 0 0 0 0 1 ) ,D( 9 , 1 9 ) ,G( 9 ) ,X( 9 , 9 ) ,Y( 9 , 9 )
776 COMMON/NSN/ NTEMP, NJ
777 DIMENSION ID ( 9 )
778 DETERM=1.01
779 DO 1 I =1 ,N
780 1 ID ( I ) =0
781 DO 18 NN=1 ,N
782 BMAX=1.1
783 DO 6 I =1 ,N
784 IF ( ID ( I ) . NE . 0 ) GO TO 6
785 BNEXT=0.0
786 BTRY=0.0
787 DO 5 J =1 ,N
788 IF ( ID ( J ) . NE . 0 ) GO TO 5
789 IF (DABS(B( I , J ) ) . LE .BNEXT) GO TO 5
790 BNEXT=DABS(B( I , J ) )
791 IF (BNEXT. LE .BTRY) GO TO 5
792 BNEXT=BTRY
793 BTRY=DABS(B( I , J ) )
794 JC=J
795 5 CONTINUE
796 IF (BNEXT. GE .BMAX*BTRY) GO TO 6
797 BMAX=BNEXT/BTRY
798 IROW= I
799 JCOL=JC
800 6 CONTINUE
801 IF ( ID ( JC ) . EQ . 0 ) GO TO 8
802 DETERM=0.0
803 RETURN
804 8 ID ( JCOL ) =1
805 IF ( JCOL . EQ . IROW) GO TO 12
806 DO 10 J =1 ,N
807 SAVE=B(IROW, J )
808 B(IROW, J ) =B( JCOL , J )
809 10 B( JCOL , J ) =SAVE
810 DO 11 K=1 ,M
811 SAVE=D(IROW,K)
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812 D(IROW,K) =D( JCOL ,K)
813 11 D( JCOL ,K) =SAVE
814 12 F = 1 . 0 /B( JCOL , JCOL )
815 DO 13 J =1 ,N
816 13 B( JCOL , J ) =B( JCOL , J ) *F
817 DO 14 K=1 ,M
818 14 D( JCOL ,K) =D( JCOL ,K) *F
819 DO 18 I =1 ,N
820 IF ( I . EQ . JCOL ) GO TO 18
821 F=B( I , JCOL )
822 DO 16 J =1 ,N
823 16 B( I , J ) =B( I , J ) −F*B( JCOL , J )
824 DO 17 K=1 ,M
825 17 D( I ,K) =D( I ,K) −F*D( JCOL ,K)
826 18 CONTINUE
827 RETURN
828 END
829
830 C SUBROUTINE BAND( J )
831 SUBROUTINE BAND( J )
832 IMPLICIT DOUBLE PRECISION (A−H, O−Z )
833 DIMENSION E ( 9 , 1 0 , 1 0 0 0 0 0 1 )
834 COMMON/BAB/ A( 9 , 9 ) ,B( 9 , 9 ) ,C( 9 , 1 0 0 0 0 0 1 ) ,D( 9 , 1 9 ) ,G( 9 ) ,X( 9 , 9 ) ,Y( 9 , 9 )
835 COMMON/NSN/ N, NJ
836 SAVE E , NP1
837 101 FORMAT(15H DETERM=0 AT J = , I4 )
838 IF ( J −2) 1 ,6 , 8
839 1 NP1=N+1
840 DO 2 I =1 ,N
841 D( I , 2 *N+1)=G( I )
842 DO 2 L=1 ,N
843 LPN=L+N
844 2 D( I , LPN) =X( I , L )
845 CALL MATINV(N, 2*N+1 ,DETERM)
846 IF (DETERM) 4 ,3 , 4
847 3 PRINT 101 , J
848 4 DO 5 K=1 ,N
849 E (K, NP1 , 1 ) =D(K, 2 *N+1)
850 DO 5 L=1 ,N
851 E (K, L , 1 ) =−D(K, L )
852 LPN=L+N
853 5 X(K, L ) =−D(K, LPN)
854 RETURN
855 6 DO 7 I =1 ,N
856 DO 7 K=1 ,N
857 DO 7 L=1 ,N
858 7 D( I ,K) =D( I ,K) +A( I , L ) *X( L ,K)
859 8 IF ( J −NJ ) 11 ,9 ,9
860 9 DO 10 I =1 ,N
861 DO 10 L=1 ,N
862 G( I ) =G( I ) −Y( I , L ) *E ( L , NP1 , J −2)
863 DO 10 M=1 ,N
864 10 A( I , L ) =A( I , L ) +Y( I ,M) *E (M, L , J −2)
865 11 DO 12 I =1 ,N
866 D( I , NP1 ) =−G( I )
867 DO 12 L=1 ,N
868 D( I , NP1 ) =D( I , NP1 ) +A( I , L ) *E ( L , NP1 , J −1)
869 DO 12 K=1 ,N
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870 12 B( I ,K) =B( I ,K) +A( I , L ) *E ( L , K, J −1)
871 CALL MATINV(N, NP1 ,DETERM)
872 IF (DETERM) 14 , 13 , 14
873 13 PRINT 101 , J
874 14 DO 15 K=1 ,N
875 DO 15 M=1 ,NP1
876 15 E (K,M, J ) =−D(K,M)
877 IF ( J −NJ ) 20 ,16 ,16
878 16 DO 17 K=1 ,N
879 17 C(K, J ) =E (K, NP1 , J )
880 DO 18 J J =2 , NJ
881 M=NJ− J J +1
882 DO 18 K=1 ,N
883 C(K,M) =E (K, NP1 ,M)
884 DO 18 L=1 ,N
885 18 C(K,M) =C(K,M) +E (K, L ,M) *C( L ,M+1)
886 DO 19 L=1 ,N
887 DO 19 K=1 ,N
888 19 C(K, 1 ) =C(K, 1 ) +X(K, L ) *C( L , 3 )
889 20 RETURN
890 END
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Listing B.3. FORTRAN Code to Calculate the Impedance Profile for N-Type Semi-Conductor
1 C E l e c t r o n t r a n s p o r t l a y e r and QD e m i s s i v e l a y e r
2 C 2 s p e c i e s sys tem
3 C SPECIES 1 = e l e c t r o n , SPECIES 2 = h o l e s
4 C Th i s i s t h e s t e a d y s t a t e s o l u t i o n on ly
5 C I t s h o u l d be r a n p r i o r t o Q uan tu m do t s os . f o r
6 C The i n p u t f i l e i s t h e same f o r bo th
7 C Copy and p a s t e t h e a p p r o p r i a t e l i n e s t o c r e a t e t h e e x e c u i t a b l e
8 C cd C:\ Chen\FORTRAN2019\ETL IM
9 C g f o r t r a n − s t a t i c QuantumF os HOMOA2 . f o r −o QuantumF os HOMOA2 . exe

10 PROGRAM QDETL
11 IMPLICIT DOUBLE PRECISION (A−H, O−Z )
12 COMMON/BAB/ A( 1 8 , 1 8 ) ,B( 1 8 , 1 8 ) ,C( 1 8 , 1 0 0 0 0 1 ) ,D( 1 8 , 3 7 ) ,G( 1 8 )
13 1 ,X( 1 8 , 1 8 ) ,Y( 1 8 , 1 8 )
14 COMMON/NSN/ N, NJ
15 COMMON/ NSNP / NPTS
16 COMMON/VAR/ FLUXOS( 4 , 1 0 0 0 0 1 ) ,CURRENTOS( 2 , 1 0 0 0 0 1 )
17 COMMON/DVAR/ CONCOS( 4 , 1 0 0 0 0 1 ) ,POTOS( 2 , 1 0 0 0 0 1 ) ,RHOOS( 2 , 1 0 0 0 0 1 )
18 COMMON/VARR/ H, EBIG , Y1 , JCOUNT
19 COMMON/CONSTANT/ F , R ,DPBULK,DRHOBULK, CURRPER,AMOBH,AMOBE
20 COMMON/CONCENRATION/ DCBULK( 2 ) ,CBULK( 2 )
21 COMMON/VARSSA/ DCONCSS( 2 , 1 0 0 0 0 0 1 ) ,DPOTSS(1000001) ,DRHOSS(1000001)
22 COMMON/VARSSB/ FLUXSS( 2 , 1 0 0 0 0 0 1 ) ,CURRENTSS(1000001)
23 COMMON/DCOMCENTRATION/ PBULK,RHOBULK
24 COMMON/ SURF / CSURF ,ATEM, DOP, ELE
25 COMMON/ REFERENCE / REF ( 3 ) , DIFF ( 2 ) ,Z ( 2 )
26 COMMON/CHARGE/ DQCHARGE,QCHARGE,CHARCOE
27 COMMON/ CONSTRAIN / CONCU,CONCD
28 COMMON/ REACTION / RXNSS( 2 , 1 0 0 0 0 0 1 ) ,RXNOS( 4 , 1 0 0 0 0 1 )
29 COMMON/REARATE/ RATEE, RATEF , CONCIN
30 COMMON/ FRE / FREQ( 1 0 0 0 0 1 ) , omega
31 COMMON/ POTFRE / DPOTII ( 1 0 0 0 , 1 0 0 0 1 ) , CURNTII ( 1 0 0 0 , 1 0 0 0 1 )
32 COMMON/CONCRE/ CONCEII ( 1 0 0 0 , 1 0 0 0 1 )
33 COMMON/OLDVARA/ FNS( 1 0 0 0 0 1 ) , FPS ( 1 0 0 0 0 1 ) ,CNS( 1 0 0 0 0 1 ) ,CPS ( 1 0 0 0 0 1 )
34 COMMON/OLDVARB/ POTS( 1 0 0 0 0 1 ) ,RHOS( 1 0 0 0 0 1 ) ,CURS( 1 0 0 0 0 1 )
35 COMMON/OLDVARC/ RNS( 1 0 0 0 0 1 ) ,RPS ( 1 0 0 0 0 1 )
36 COMMON/ GUESS / NCOUNTMAX
37 C FNS ( J ) , FPS ( J ) , FPS ( J ) ,CNS( J ) ,CPS ( J )
38 C POTS( J ) ,RHOS( J ) ,CURS( J ) ,RNS( J ) ,RPS ( J )
39 CHARACTER REF*8
40
41 102 FORMAT ( / 3 0H THE NEXT RUN DID NOT CONVERGE)
42 103 FORMAT ( ’ E r r o r = ’ , E16 . 6 / ( 1 X, ’NE a t J =1 ’ , E12 . 5 , 2X, ’NE a t J =N’ , E12 . 5 ) )
43 104 FORMAT (1X, ’Ce− a t J =1 ’ , E12 . 5 , 2X, ’Ce− a t J=N’ , E12 . 5 )
44 105 FORMAT (1X, ’DPOT a t J =1 ’ , E12 . 5 , 2X, ’DPOT a t J=N’ , E12 . 5 )
45 106 FORMAT (1X, ’DRHO a t J =1 ’ , E12 . 5 , 2X, ’DRHO a t J=N’ , E12 . 5 )
46 107 FORMAT (1X, ’Nh+ a t J =1 ’ , E12 . 5 , 2X, ’Nh+ a t J=N’ , E12 . 5 )
47 108 FORMAT (1X, ’Ch+ a t J =1 ’ , E12 . 5 , 2X, ’Ch+ a t J=N’ , E12 . 5 )
48 333 FORMAT (4 x , ’E− ’ ,12 x , ’H+ ’ ,12 x , ’RXN’ )
49 300 FORMAT (20 x , ’G( 1 ) ’ 14x , ’G( 2 ) ’ 14x , ’G( 3 ) ’ 14x , ’G( 4 ) ’ ,14 x ,
50 1 ’G( 5 ) ’ ,14 x , ’G( 6 ) ’ ,14 x , ’G( 7 ) ’ ,14 x , ’G( 8 ) ’ ,14 x , ’G( 9 ) ’ )
51 302 FORMAT ( ’ I t e r a t i o n = ’ I4 )
52 334 FORMAT ( 9 ( E16 . 1 0 , 5X) )
53 335 FORMAT ( 1 8 ( E16 . 1 0 , 5X) )
54 666 FORMAT ( 4 ( E16 . 1 0 , 5X) )
55 301 FORMAT (5 x , ’ J= ’ I5 , 18E18 . 9 )
56 C 866 FORMAT (5 x , ’ J = ’ I5 , 6E18 . 9 )
57 C 886 FORMAT (20 x , ’B( 1 , 1 ) ’10 x , ’B ( 2 . 2 ) ’10 x , ’B( 3 , 1 ) ’10 x , ’B( 3 , 3 ) ’14 x ,
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58 C 1 ’B( 3 , 5 ) ’ 14x , ’B( 4 , 2 ) ’ 14x , ’B( 4 , 4 ) ’14 x , ’B( 4 , 5 ) ’14 x ,
59 C 2 ’B( 5 , 5 ) ’ 10x , ’B( 5 , 6 ) ’ 10x , ’B( 6 , 3 ) ’ 10x , ’B( 6 , 4 ) ’ 10x ,
60 C 3 ’B( 6 , 5 ) ’14 x , ’B( 6 , 6 ) ’ )
61 336 FORMAT ( 1 0 0 0 ( E25 . 1 5 , 1X) )
62 339 FORMAT ( 1 0 0 0 ( E25 . 1 5 , 1X) )
63
64 C Read i n p u t v a l u e s used i n s t e a d y s t a t e
65 open ( 1 0 , f i l e = ’QDLED HOMO in . t x t ’ , s t a t u s = ’ o l d ’ )
66 r e a d ( 1 0 , * ) N, NJ , Y1 ,ATEM, F , R , PBULK, DOP, ELE ,QCHARGE
67 r e a d ( 1 0 , * ) RATEE, CONCIN, EBIG ,NCOUNTMAX
68 r e a d ( 1 0 , * ) ( DIFF ( I ) ,Z ( I ) ,REF( I ) ,CBULK( I ) , I =1 , (N−7) )
69 C Read s t e a d y s t a t e v a l u e s from p r e v i o u s f i l e
70 OPEN( UNIT=11 , FILE= ’ c d h o u t . t x t ’ )
71 DO 3 I =1 , NJ*NCOUNTMAX
72 3 READ( 1 1 , 3 3 4 )
73
74 READ( 1 1 , 3 3 4 ) (FLUXSS ( 1 , J ) ,FLUXSS ( 2 , J ) ,DCONCSS( 1 , J ) ,DCONCSS( 2 , J ) ,
75 1 DPOTSS( J ) ,DRHOSS( J ) ,CURRENTSS( J ) ,RXNSS( 1 , J ) ,
76 2 RXNSS( 2 , J ) , J =1 , NJ )
77
78 PRINT * , ’SS POTENTIAL ’ ,DPOTSS( 2 0 0 1 )
79 PRINT * , ’SS E l e c t r o n c o n c e n t r a t i o n ’ ,DCONCSS( 1 , NJ )
80 PRINT * , ’SS R e a c t i o n r a t e ’ ,RXNSS( 1 , NJ )
81 PRINT * , ’ F a r a d y c o n s t a n t ’ , F
82
83
84 OPEN( UNIT=13 , FILE= ’ c d h o s o u t . t x t ’ )
85 CLOSE( UNIT=13 , STATUS= ’DELETE ’ )
86 OPEN( UNIT=13 , FILE= ’ c d h o s o u t . t x t ’ )
87
88 OPEN( 1 2 , FILE= ’ c d h G o s o u t . t x t ’ )
89 CLOSE( 1 2 , STATUS= ’DELETE ’ )
90 OPEN( 1 2 , FILE= ’ c d h G o s o u t . t x t ’ )
91
92 OPEN( 1 5 , FILE= ’ c d h P o u t . t x t ’ )
93 CLOSE( 1 5 , STATUS= ’DELETE ’ )
94 OPEN( 1 5 , FILE= ’ c d h P o u t . t x t ’ )
95
96 OPEN( 2 0 , FILE= ’ cdh CE out . t x t ’ )
97 CLOSE( 2 0 , STATUS= ’DELETE ’ )
98 OPEN( 2 0 , FILE= ’ cdh CE out . t x t ’ )
99

100 OPEN( 3 0 , FILE= ’ c d h C u r r e n t o u t . t x t ’ )
101 CLOSE( 3 0 , STATUS= ’DELETE ’ )
102 OPEN( 3 0 , FILE= ’ c d h C u r r e n t o u t . t x t ’ )
103
104 OPEN( 1 6 , FILE= ’ c d h v a l u e s o u t . t x t ’ )
105 CLOSE( 1 6 , STATUS= ’DELETE ’ )
106 OPEN( 1 6 , FILE= ’ c d h v a l u e s o u t . t x t ’ )
107
108 OPEN( 1 9 , FILE= ’ F r e q u e n c y o u t . t x t ’ )
109 CLOSE( 1 9 , STATUS= ’DELETE ’ )
110 OPEN( 1 9 , FILE= ’ F r e q u e n c y o u t . t x t ’ )
111
112 OPEN( 5 1 , FILE= ’ c d h o l d s s . t x t ’ )
113 CLOSE( 5 1 , STATUS= ’DELETE ’ )
114 OPEN( 5 1 , FILE= ’ c d h o l d s s . t x t ’ )
115
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116 open ( 5 0 , f i l e = ’ C u r r e n t o s i n . t x t ’ , s t a t u s = ’ o l d ’ )
117 r e a d ( 5 0 , * ) CURRPER
118 C PRINT * , ’ c u r r e n t = ’ , CSURF
119 C C o n s t a n t s
120 C C u r r e n t a m p l i t u d e
121 PRINT * , ’ C u r r e n t a m p l i t u d e ’ , CURRPER
122
123 PRINT * , ’Y1= ’ , Y1
124 H=Y1 / ( NJ −1)
125 PRINT * , ’H= ’ , H
126
127 N=2*N
128 PRINT * , ’N= ’ , N
129 337 FORMAT ( I2 / I7 / E15 . 8 / E15 . 8 / E15 . 8 / E15 . 8 / E15 . 8 / I7 )
130 w r i t e ( 1 6 , 3 3 7 ) N, NJ , H, DOP, ELE , Z ( 1 ) ,Z ( 2 ) ,NCOUNTMAX
131
132 C C o e f f i c i e n t f o r t h e c h a r g e d e n s i t y
133 CHARCOE=F * * 2 . / ( 8 . 3 1 4 *ATEM)
134 PRINT * , ’ c h a r g e C o e f f i c i e n t ’ , CHARCOE
135 C C o e f f i c i e n t f o r t h e o l d v a r i a b l e s
136 OLDCOE=8.314*ATEM/ F
137 PRINT * , ’ O l d V a r i b l e s C o e f f i c i e n t ’ , OLDCOE
138 C MOBILITY OF ELECRONS AND HOLES
139 AMOBE=DIFF ( 1 ) / ( 8 . 3 1 4 *ATEM)
140 AMOBH=DIFF ( 2 ) / ( 8 . 3 1 4 *ATEM)
141 C SURFACE CHARGE
142 DQCHARGE=QCHARGE*F / ( 8 . 3 1 4 *ATEM)
143 PRINT * , ’SURFACE CHARGE’ , DQCHARGE
144
145 C SURFACE CHARGE
146 PRINT * , ’ r e l a t i v e p e r m i t i v i t y ’ , ELE
147
148 C The number o f p o i n t s f o r f r e q u e n c y
149 NPTS=121
150 PRINT * , ’NPTS= ’ , NPTS
151
152 C C r e a t e r a n g e f o r t h e d i m e n s i o n l e s s f r e q u e n c y
153 DO 261 I =1 ,NPTS
154 FREQ( I ) = 1 0 . * * ( − 5 + 0 . 1 * ( I − 1 . ) )
155 261 WRITE ( 1 9 , 3 3 9 ) FREQ( I )
156 C C a l c u l a t e t h e o l d v a r i b l e s
157
158 DO 444 J =1 , NJ
159 FNS( J ) =FLUXSS ( 1 , J )
160 FPS ( J ) =FLUXSS ( 2 , J )
161 CNS( J ) =DCONCSS( 1 , J ) *EXP( −Z ( 1 ) *DPOTSS( J ) )
162 CPS ( J ) =DCONCSS( 2 , J ) *EXP( −Z ( 2 ) *DPOTSS( J ) )
163 POTS ( J ) =DPOTSS( J ) *OLDCOE
164 RHOS( J ) =DRHOSS( J ) *OLDCOE
165 CURS( J ) =CURRENTSS( J )
166 RNS( J ) =RXNSS( 1 , J )
167 444 RPS ( J ) =RXNSS( 2 , J )
168
169 w r i t e ( 5 1 , 3 3 4 ) (FNS ( J ) , FPS ( J ) ,CNS( J ) ,CPS ( J ) ,POTS( J ) ,
170 1 RHOS( J ) ,CURS( J ) ,RNS( J ) ,RPS ( J ) , J =1 , NJ )
171
172 DO 17 nf =1 ,NPTS
173 PRINT * , ’FREQ(NF) = ’ , FREQ(NF)
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174 omega =2 .*3 .141592653589793*FREQ(NF)
175 PRINT * , ’ omega= ’ , omega
176
177 340 FORMAT ( E12 . 6 )
178 w r i t e ( 1 9 , 3 4 0 ) omega
179
180 C S t a r t a c t u a l code
181 DO 20 J =1 , NJ
182 DO 20 I =1 ,N
183 20 C( I , J ) =0 .0
184 DO 21 J =1 , NJ
185 DO 21 K=1 ,2
186 DO 21 L=1 ,4
187 FLUXOS( L , J ) =0 .0
188 CONCOS( L , J ) =0 .0
189 RXNOS( L , J ) =0 .0
190 POTOS(K, J ) =0 .0
191 CURRENTOS(K, J ) =0 .0
192 21 RHOOS(K, J ) =0 .0
193
194
195 C DO 21 J =1 , NJ
196 C 21 CURRENTOS( 1 , J ) =CURRPER
197 JCOUNT=0
198 TOL=1 .E−10*N*NJ
199 C TOL=1 .E−12
200 C TOL=1 .E−10
201 PRINT * , ’TOL= ’ , TOL
202 22 JCOUNT=JCOUNT+1
203 AMP=0.0
204 J =0
205 DO 23 I =1 ,N
206 DO 23 K=1 ,N
207 Y( I ,K) =0 .0
208 23 X( I ,K) =0 .0
209 24 J=J +1
210 DO 25 I =1 ,N
211 G( I ) =0 .0
212 DO 25 K=1 ,N
213 A( I ,K) =0 .0
214 B( I ,K) =0 .0
215 25 D( I ,K) =0 .0
216
217 IF ( J . EQ . 1 ) CALL BC1 ( J )
218 IF ( J . GT. 1 .AND. J . LT . NJ ) CALL ETL( J )
219 IF ( J . EQ . NJ ) CALL BCNJ( J )
220 CALL BAND( J )
221
222 AMP=DABS(G( 1 ) ) +DABS(G( 2 ) ) +DABS(G( 3 ) ) +DABS(G( 4 ) )
223 1 +DABS(G( 5 ) ) +DABS(G( 6 ) ) +DABS(G( 7 ) ) +DABS(G( 8 ) )
224 2 +DABS(G( 9 ) ) +DABS(G( 1 0 ) ) +DABS(G( 1 1 ) ) +DABS(G( 1 2 ) )
225 3 +DABS(G( 1 3 ) ) +DABS(G( 1 4 ) ) +DABS(G( 1 5 ) ) +DABS(G( 1 6 ) )
226 4 +DABS(G( 1 7 ) ) +DABS(G( 1 8 ) )
227 C PRINT * , ’ERROR1= ’ , AMP
228 IF ( J . LT . NJ ) GO TO 24
229
230 C PRINT * , ’ERROR= ’ , AMP
231
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232 DO 16 K=1 , NJ
233 DO 16 I =1 ,2
234 DO 16 L=1 ,4
235 FLUXOS( L ,K) =FLUXOS( L ,K) +C( L ,K)
236 CONCOS( L ,K) =CONCOS( L ,K) +C( L+4 ,K)
237 POTOS( I ,K) =POTOS( I ,K) +C( I +8 ,K)
238 RHOOS( I ,K) =RHOOS( I ,K) +C( I +10 ,K)
239 CURRENTOS( I ,K) =CURRENTOS( I ,K) +C( I +12 ,K)
240 RXNOS( L ,K) =RXNOS( L ,K) +C( L+14 ,K)
241 16 CONTINUE
242
243 WRITE( 1 2 , 3 0 2 ) (JCOUNT)
244
245 C I f t h e e r r o r i s l e s s t h e n t h e t o l e r a n c e , f i n i s h program
246 IF (DABS(AMP) . LT .DABS(TOL) ) GO TO 15
247
248 C I f t h e e r r o r i s g r e a t e r t h e n t o l e r a n c e , do a n o t h e r i t e r a t i o n
249 IF (JCOUNT . LE . 4 ) GO TO 22
250 PRINT 102
251 15 CONTINUE
252 PRINT * , ’JCOUNT= ’ ,JCOUNT
253 PRINT * , ’ n f1 = ’ , n f
254
255 C DO 18 I =1 ,2
256 C DO 18 J =1 , NJ
257 C BIG=POTOS( I , J )
258 C BIG2 =1 .0E−40
259 C 18 IF (ABS( BIG ) . LE . BIG2 ) POTOS( I , J ) =0 .0
260
261 WRITE( 1 3 , 3 3 5 ) (FLUXOS( 1 , J ) ,FLUXOS( 2 , J ) ,FLUXOS( 3 , J ) ,FLUXOS( 4 , J ) ,
262 1 CONCOS( 1 , J ) ,CONCOS( 2 , J ) ,CONCOS( 3 , J ) ,CONCOS( 4 , J ) ,
263 2 POTOS( 1 , J ) ,POTOS( 2 , J ) ,RHOOS( 1 , J ) ,RHOOS( 2 , J ) ,
264 3 CURRENTOS( 1 , J ) ,CURRENTOS( 2 , J ) ,RXNOS( 1 , J ) ,RXNOS( 2 , J ) ,
265 4 RXNOS( 3 , J ) ,RXNOS( 4 , J ) , J =1 , NJ )
266
267 DO 17 J =1 , NJ
268 CONCEII (2* nf −1 , J ) =CONCOS( 1 , J )
269 CONCEII (2* nf , J ) =CONCOS( 2 , J )
270 DPOTII (2* nf −1 , J ) =POTOS( 1 , J )
271 DPOTII (2* nf , J ) =POTOS( 2 , J )
272 CURNTII (2* nf −1 , J ) =CURRENTOS( 1 , J )
273 17 CURNTII (2* nf , J ) =CURRENTOS( 2 , J )
274
275
276 c f o r some r e a s o n nf i s one g r e a t e r t h e n n e c e s s a r y
277 PRINT * , ’ n f2 = ’ , n f
278
279 C DO 17 I =1 ,2* nf −2
280 nf =nf −1
281 DO 39 J =1 , NJ
282 WRITE( 2 0 , 3 3 6 ) ( CONCEII ( I , J ) , I =1 ,2* nf )
283 WRITE( 3 0 , 3 3 6 ) ( CURNTII ( I , J ) , I =1 ,2* nf )
284 39 WRITE( 1 5 , 3 3 6 ) ( DPOTII ( I , J ) , I =1 ,2* nf )
285
286 338 FORMAT ( I5 )
287 w r i t e ( 1 6 , 3 3 8 ) n f
288
289
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290 END PROGRAM QDOSC
291
292 c SUBROUTINE BC1( J )
293 SUBROUTINE BC1 ( J )
294 IMPLICIT DOUBLE PRECISION (A−H, O−Z )
295 COMMON/BAB/ A( 1 8 , 1 8 ) ,B( 1 8 , 1 8 ) ,C( 1 8 , 1 0 0 0 0 1 ) ,D( 1 8 , 3 7 ) ,G( 1 8 )
296 1 ,X( 1 8 , 1 8 ) ,Y( 1 8 , 1 8 )
297 COMMON/NSN/ N, NJ
298 COMMON/ NSNP / NPTS
299 COMMON/VAR/ FLUXOS( 4 , 1 0 0 0 0 1 ) ,CURRENTOS( 2 , 1 0 0 0 0 1 )
300 COMMON/DVAR/ CONCOS( 4 , 1 0 0 0 0 1 ) ,POTOS( 2 , 1 0 0 0 0 1 ) ,RHOOS( 2 , 1 0 0 0 0 1 )
301 COMMON/VARR/ H, EBIG , Y1 , JCOUNT
302 COMMON/CONSTANT/ F , R ,DPBULK,DRHOBULK, CURRPER,AMOBH,AMOBE
303 COMMON/CONCENRATION/ DCBULK( 2 ) ,CBULK( 2 )
304 COMMON/VARSSA/ DCONCSS( 2 , 1 0 0 0 0 0 1 ) ,DPOTSS(1000001) ,DRHOSS(1000001)
305 COMMON/VARSSB/ FLUXSS( 2 , 1 0 0 0 0 0 1 ) ,CURRENTSS(1000001)
306 COMMON/DCOMCENTRATION/ PBULK,RHOBULK
307 COMMON/ SURF / CSURF ,ATEM, DOP, ELE
308 COMMON/ REFERENCE / REF ( 3 ) , DIFF ( 2 ) ,Z ( 2 )
309 COMMON/CHARGE/ DQCHARGE,QCHARGE,CHARCOE
310 COMMON/ CONSTRAIN / CONCU,CONCD
311 COMMON/ REACTION / RXNSS( 2 , 1 0 0 0 0 0 1 ) ,RXNOS( 4 , 1 0 0 0 0 1 )
312 COMMON/REARATE/ RATEE, RATEF , CONCIN
313 COMMON/ FRE / FREQ( 1 0 0 0 0 1 ) , omega
314 COMMON/ POTFRE / DPOTII ( 1 0 0 0 , 1 0 0 0 1 ) , CURNTII ( 1 0 0 0 , 1 0 0 0 1 )
315 COMMON/CONCRE/ CONCEII ( 1 0 0 0 , 1 0 0 0 1 )
316 COMMON/OLDVARA/ FNS( 1 0 0 0 0 1 ) , FPS ( 1 0 0 0 0 1 ) ,CNS( 1 0 0 0 0 1 ) ,CPS ( 1 0 0 0 0 1 )
317 COMMON/OLDVARB/ POTS( 1 0 0 0 0 1 ) ,RHOS( 1 0 0 0 0 1 ) ,CURS( 1 0 0 0 0 1 )
318 COMMON/OLDVARC/ RNS( 1 0 0 0 0 1 ) ,RPS ( 1 0 0 0 0 1 )
319 COMMON/ GUESS / NCOUNTMAX
320 301 FORMAT (5 x , ’ J= ’ I5 , 18E18 . 9 )
321
322
323 C FOR ELECTRON−MEB− Real
324
325 G( 1 ) =(FLUXOS( 1 , J +1)−FLUXOS( 1 , J ) ) /H
326 1 −0 .5*(RXNOS( 1 , J +1)+RXNOS( 1 , J ) )
327 2 −0.5* omega *(CONCOS( 2 , J +1)+CONCOS( 2 , J ) )
328 B( 1 , 1 ) = + 1 . /H
329 D( 1 , 1 ) = −1 . /H
330 B( 1 , 1 5 ) =+0.5
331 D( 1 , 1 5 ) =+0.5
332 B( 1 , 6 ) =+0.5* omega
333 D( 1 , 6 ) =+0.5* omega
334
335
336 C FOR ELECTRON−MEB− I m a g i n a r y
337
338 G( 2 ) =(FLUXOS( 2 , J +1)−FLUXOS( 2 , J ) ) /H
339 1 −0 .5*(RXNOS( 2 , J +1)+RXNOS( 2 , J ) )
340 2 +0.5* omega *(CONCOS( 1 , J +1)+CONCOS( 1 , J ) )
341 B( 2 , 2 ) = + 1 . /H
342 D( 2 , 2 ) = −1 . /H
343 B( 2 , 1 6 ) =+0.5
344 D( 2 , 1 6 ) =+0.5
345 B( 2 , 5 ) = −0.5* omega
346 D( 2 , 5 ) = −0.5* omega
347
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348
349 C FOR HOLE−MEB−REAL
350
351
352 G( 3 ) =FLUXOS( 3 , J )
353 B( 3 , 3 ) = −1.0
354
355 C FOR HOLE−MEB− I m a g i n a r y
356
357 G( 4 ) =FLUXOS( 4 , J )
358 B( 4 , 4 ) = −1.0
359
360 C FOR ELECTRON−FLUX− Real
361
362
363 G( 5 ) =CONCOS( 1 , J )
364 B( 5 , 5 ) = −1.0
365
366 C FOR ELECTRON−FLUX− I m a g i n a r y
367
368
369 G( 6 ) =CONCOS( 2 , J )
370 B( 6 , 6 ) = −1.0
371
372 C FOR HOLE−FLUX− Real
373
374
375 G( 7 ) =CONCOS( 3 , J )
376 B( 7 , 7 ) = −1.0
377
378 C FOR HOLE−FLUX− I m a g i n a r y
379
380 G( 8 ) =CONCOS( 4 , J )
381 B( 8 , 8 ) = −1.0
382
383 C FOR POISSON ’ S EQUATION− r e a l
384
385 G( 9 ) =POTOS( 1 , J )
386 B( 9 , 9 ) = −1.0
387
388
389 C FOR POISSON ’ S EQUATION− I m a g i n a r y
390
391 G( 1 0 ) =POTOS( 2 , J )
392 B( 1 0 , 1 0 ) = −1.0
393
394
395 C FOR CHARGE DENSITY− Real
396
397 G( 1 1 ) =F *(Z ( 1 ) *CONCOS( 1 , J ) +Z ( 2 ) *CONCOS( 3 , J ) ) −RHOOS( 1 , J )
398 B( 1 1 , 5 ) =−F*Z ( 1 )
399 B( 1 1 , 7 ) =−F*Z ( 2 )
400 B( 1 1 , 1 1 ) =+1.0
401
402 C FOR CHARGE DENSITY− I m a g i n a r y
403
404 G( 1 2 ) =F *(Z ( 1 ) *CONCOS( 2 , J ) +Z ( 2 ) *CONCOS( 4 , J ) ) −RHOOS( 2 , J )
405 B( 1 2 , 6 ) =−F*Z ( 1 )
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406 B( 1 2 , 8 ) =−F*Z ( 2 )
407 B( 1 2 , 1 2 ) =+1.0
408
409
410 C For c u r r e n t d e n s i t y − Rea l
411
412 G( 1 3 ) =F *(Z ( 1 ) *FLUXOS( 1 , J ) +Z ( 2 ) *FLUXOS( 3 , J ) ) −CURRENTOS( 1 , J )
413 B( 1 3 , 1 ) =−F*Z ( 1 )
414 B( 1 3 , 3 ) =−F*Z ( 2 )
415 B( 1 3 , 1 3 ) =+1.0
416
417 C For c u r r e n t d e n s i t y − I m a g i n a r y
418
419
420 G( 1 4 ) =F *(Z ( 1 ) *FLUXOS( 2 , J ) +Z ( 2 ) *FLUXOS( 4 , J ) ) −CURRENTOS( 2 , J )
421 B( 1 4 , 2 ) =−F*Z ( 1 )
422 B( 1 4 , 4 ) =−F*Z ( 2 )
423 B( 1 4 , 1 4 ) =+1.0
424
425
426 C For homogeneous r e a c t i o n o f e l e c t r o n s − r e a l
427
428 G( 1 5 ) =−RATEE*(CNS( J ) *CONCOS( 3 , J ) +CPS ( J ) *CONCOS( 1 , J ) )
429 1 −RXNOS( 1 , J )
430 B( 1 5 , 7 ) =RATEE*CNS( J )
431 B( 1 5 , 5 ) =RATEE*CPS ( J )
432 B( 1 5 , 1 5 ) =+1.0
433
434 C For homogeneous r e a c t i o n o f e l e c t r o n s − I m a g i n a r y
435
436 G( 1 6 ) =−RATEE*(CNS( J ) *CONCOS( 4 , J ) +CPS ( J ) *CONCOS( 2 , J ) )
437 1 −RXNOS( 2 , J )
438 B( 1 6 , 8 ) =RATEE*CNS( J )
439 B( 1 6 , 6 ) =RATEE*CPS ( J )
440 B( 1 6 , 1 6 ) =+1.0
441
442 C For homogeneous r e a c t i o n o f h o l e s − r e a l
443
444 G( 1 7 ) =−RATEE*(CNS( J ) *CONCOS( 3 , J ) +CPS ( J ) *CONCOS( 1 , J ) )
445 1 −RXNOS( 3 , J )
446 B( 1 7 , 7 ) =RATEE*CNS( J )
447 B( 1 7 , 5 ) =RATEE*CPS ( J )
448 B( 1 7 , 1 7 ) =+1.0
449
450 C For homogeneous r e a c t i o n o f h o l e s − I m a g i n a r y
451
452 G( 1 8 ) =−RATEE*(CNS( J ) *CONCOS( 4 , J ) +CPS ( J ) *CONCOS( 2 , J ) )
453 1 −RXNOS( 4 , J )
454 B( 1 8 , 8 ) =RATEE*CNS( J )
455 B( 1 8 , 6 ) =RATEE*CPS ( J )
456 B( 1 8 , 1 8 ) =+1.0
457
458 CONTINUE
459
460 212 WRITE( 1 2 , 3 0 1 ) J , (G(K) ,K=1 ,N)
461
462 RETURN
463 END
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464 c SUBROUTINE ETL ( J )
465 SUBROUTINE ETL ( J )
466 IMPLICIT DOUBLE PRECISION (A−H, O−Z )
467 COMMON/BAB/ A( 1 8 , 1 8 ) ,B( 1 8 , 1 8 ) ,C( 1 8 , 1 0 0 0 0 1 ) ,D( 1 8 , 3 7 ) ,G( 1 8 )
468 1 ,X( 1 8 , 1 8 ) ,Y( 1 8 , 1 8 )
469 COMMON/NSN/ N, NJ
470 COMMON/ NSNP / NPTS
471 COMMON/VAR/ FLUXOS( 4 , 1 0 0 0 0 1 ) ,CURRENTOS( 2 , 1 0 0 0 0 1 )
472 COMMON/DVAR/ CONCOS( 4 , 1 0 0 0 0 1 ) ,POTOS( 2 , 1 0 0 0 0 1 ) ,RHOOS( 2 , 1 0 0 0 0 1 )
473 COMMON/VARR/ H, EBIG , Y1 , JCOUNT
474 COMMON/CONSTANT/ F , R ,DPBULK,DRHOBULK, CURRPER,AMOBH,AMOBE
475 COMMON/CONCENRATION/ DCBULK( 2 ) ,CBULK( 2 )
476 COMMON/VARSSA/ DCONCSS( 2 , 1 0 0 0 0 0 1 ) ,DPOTSS(1000001) ,DRHOSS(1000001)
477 COMMON/VARSSB/ FLUXSS( 2 , 1 0 0 0 0 0 1 ) ,CURRENTSS(1000001)
478 COMMON/DCOMCENTRATION/ PBULK,RHOBULK
479 COMMON/ SURF / CSURF ,ATEM, DOP, ELE
480 COMMON/ REFERENCE / REF ( 3 ) , DIFF ( 2 ) ,Z ( 2 )
481 COMMON/CHARGE/ DQCHARGE,QCHARGE,CHARCOE
482 COMMON/ CONSTRAIN / CONCU,CONCD
483 COMMON/ REACTION / RXNSS( 2 , 1 0 0 0 0 0 1 ) ,RXNOS( 4 , 1 0 0 0 0 1 )
484 COMMON/REARATE/ RATEE, RATEF , CONCIN
485 COMMON/ FRE / FREQ( 1 0 0 0 0 1 ) , omega
486 COMMON/ POTFRE / DPOTII ( 1 0 0 0 , 1 0 0 0 1 ) , CURNTII ( 1 0 0 0 , 1 0 0 0 1 )
487 COMMON/CONCRE/ CONCEII ( 1 0 0 0 , 1 0 0 0 1 )
488 COMMON/OLDVARA/ FNS( 1 0 0 0 0 1 ) , FPS ( 1 0 0 0 0 1 ) ,CNS( 1 0 0 0 0 1 ) ,CPS ( 1 0 0 0 0 1 )
489 COMMON/OLDVARB/ POTS( 1 0 0 0 0 1 ) ,RHOS( 1 0 0 0 0 1 ) ,CURS( 1 0 0 0 0 1 )
490 COMMON/OLDVARC/ RNS( 1 0 0 0 0 1 ) ,RPS ( 1 0 0 0 0 1 )
491 COMMON/ GUESS / NCOUNTMAX
492
493 301 FORMAT (5 x , ’ J= ’ I5 , 18E18 . 9 )
494 C 866 FORMAT (5 x , ’ J = ’ I5 , 36E18 . 9 )
495
496 C FOR ELECTRON−MEB− Real
497
498 G( 1 ) =(FLUXOS( 1 , J +1)−FLUXOS( 1 , J −1) ) / ( 2 . * H)
499 1 −RXNOS( 1 , J ) −omega*CONCOS( 2 , J )
500 A( 1 , 1 ) = + 1 . / ( 2 . *H)
501 D( 1 , 1 ) = − 1 . / ( 2 . *H)
502 B( 1 , 1 5 ) =+1.0
503 B( 1 , 6 ) =omega
504
505
506 C FOR ELECTRON−MEB− I m a g i n a r y
507 G( 2 ) =(FLUXOS( 2 , J +1)−FLUXOS( 2 , J −1) ) / ( 2 . * H)
508 1 −RXNOS( 2 , J ) +omega*CONCOS( 1 , J )
509 A( 2 , 2 ) = + 1 . / ( 2 . *H)
510 D( 2 , 2 ) = − 1 . / ( 2 . *H)
511 B( 2 , 1 6 ) =+1.0
512 B( 2 , 5 ) =−omega
513
514 C FOR HOLES−MEB− Real
515
516 G( 3 ) =(FLUXOS( 3 , J +1)−FLUXOS( 3 , J −1) ) / ( 2 . * H)
517 1 −RXNOS( 3 , J ) −omega*CONCOS( 4 , J )
518 A( 3 , 3 ) = + 1 . / ( 2 . *H)
519 D( 3 , 3 ) = − 1 . / ( 2 . *H)
520 B( 3 , 1 7 ) =+1.0
521 B( 3 , 8 ) =omega
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522
523 C FOR HOLES−MEB− I m a g i n a r y
524 G( 4 ) =(FLUXOS( 4 , J +1)−FLUXOS( 4 , J −1) ) / ( 2 . * H)
525 1 −RXNOS( 4 , J ) +omega*CONCOS( 3 , J )
526 A( 4 , 4 ) = + 1 . / ( 2 . *H)
527 D( 4 , 4 ) = − 1 . / ( 2 . *H)
528 B( 4 , 1 8 ) =+1.0
529 B( 4 , 7 ) =−omega
530
531 C FOR ELECTRON−FLUX−REAL
532
533 G( 5 ) =−DIFF ( 1 ) * (CONCOS( 1 , J +1)−CONCOS( 1 , J −1) ) / ( 2 . * H)
534 1 −AMOBE*Z ( 1 ) *F*CNS( J ) * (POTOS( 1 , J +1)−POTOS( 1 , J −1) ) / ( 2 . * H)
535 2 −AMOBE*Z ( 1 ) *F *(POTS( J +1)−POTS ( J −1) ) / ( 2 . * H) *CONCOS( 1 , J )
536 3 −FLUXOS( 1 , J )
537
538 A( 5 , 5 ) =−DIFF ( 1 ) / ( 2 . * H)
539 B( 5 , 5 ) =+AMOBE*Z ( 1 ) *F *(POTS( J +1)−POTS ( J −1) ) / ( 2 . * H)
540 D( 5 , 5 ) =DIFF ( 1 ) / ( 2 . * H)
541 A( 5 , 9 ) =−AMOBE*Z ( 1 ) *F*CNS( J ) / ( 2 . * H)
542 D( 5 , 9 ) =+AMOBE*Z ( 1 ) *F*CNS( J ) / ( 2 . * H)
543 B( 5 , 1 ) =+1.0
544
545 C FOR ELECTRON−FLUX− I m a g i n a r y
546
547 G( 6 ) =−DIFF ( 1 ) * (CONCOS( 2 , J +1)−CONCOS( 2 , J −1) ) / ( 2 . * H)
548 1 −AMOBE*Z ( 1 ) *F*CNS( J ) * (POTOS( 2 , J +1)−POTOS( 2 , J −1) ) / ( 2 . * H)
549 2 −AMOBE*Z ( 1 ) *F *(POTS( J +1)−POTS ( J −1) ) / ( 2 . * H) *CONCOS( 2 , J )
550 3 −FLUXOS( 2 , J )
551
552 A( 6 , 6 ) =−DIFF ( 1 ) / ( 2 . * H)
553 B( 6 , 6 ) =+AMOBE*Z ( 1 ) *F *(POTS( J +1)−POTS ( J −1) ) / ( 2 . * H)
554 D( 6 , 6 ) =DIFF ( 1 ) / ( 2 . * H)
555 A( 6 , 1 0 ) =−AMOBE*Z ( 1 ) *F*CNS( J ) / ( 2 . * H)
556 D( 6 , 1 0 ) =+AMOBE*Z ( 1 ) *F*CNS( J ) / ( 2 . * H)
557 B( 6 , 2 ) =+1.0
558
559 C FOR HOLES−FLUX− Real
560 G( 7 ) =−DIFF ( 2 ) * (CONCOS( 3 , J +1)−CONCOS( 3 , J −1) ) / ( 2 . * H)
561 1 −AMOBH*Z ( 2 ) *F*CPS ( J ) * (POTOS( 1 , J +1)−POTOS( 1 , J −1) ) / ( 2 . * H)
562 2 −AMOBH*Z ( 2 ) *F *(POTS( J +1)−POTS ( J −1) ) / ( 2 . * H) *CONCOS( 3 , J )
563 3 −FLUXOS( 3 , J )
564
565 A( 7 , 7 ) =−DIFF ( 2 ) / ( 2 . * H)
566 B( 7 , 7 ) =+AMOBH*Z ( 2 ) *F *(POTS( J +1)−POTS ( J −1) ) / ( 2 . * H)
567 D( 7 , 7 ) =DIFF ( 2 ) / ( 2 . * H)
568 A( 7 , 9 ) =−AMOBH*Z ( 2 ) *F*CPS ( J ) / ( 2 . * H)
569 D( 7 , 9 ) =+AMOBH*Z ( 2 ) *F*CPS ( J ) / ( 2 . * H)
570 B( 7 , 3 ) =+1.0
571
572 C FOR HOLES−FLUX− I m a g i n a r y
573 G( 8 ) =−DIFF ( 2 ) * (CONCOS( 4 , J +1)−CONCOS( 4 , J −1) ) / ( 2 . * H)
574 1 −AMOBH*Z ( 2 ) *F*CPS ( J ) * (POTOS( 2 , J +1)−POTOS( 2 , J −1) ) / ( 2 . * H)
575 2 −AMOBH*Z ( 2 ) *F *(POTS( J +1)−POTS ( J −1) ) / ( 2 . * H) *CONCOS( 4 , J )
576 3 −FLUXOS( 4 , J )
577
578 A( 8 , 8 ) =−DIFF ( 2 ) / ( 2 . * H)
579 B( 8 , 8 ) =+AMOBH*Z ( 2 ) *F *(POTS( J +1)−POTS ( J −1) ) / ( 2 . * H)
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580 D( 8 , 8 ) =DIFF ( 2 ) / ( 2 . * H)
581 A( 8 , 1 0 ) =−AMOBH*Z ( 2 ) *F*CPS ( J ) / ( 2 . * H)
582 D( 8 , 1 0 ) =+AMOBH*Z ( 2 ) *F*CPS ( J ) / ( 2 . * H)
583 B( 8 , 4 ) =+1.0
584
585 C FOR POISSON ’ S Equa t ion − Rea l
586 G( 9 ) =(POTOS( 1 , J +1) −2.*POTOS( 1 , J ) +POTOS( 1 , J −1) ) /H* * 2 .
587 1 +RHOOS( 1 , J ) / ELE
588 A( 9 , 9 ) = −1 . /H**2
589 B( 9 , 9 ) = + 2 . /H**2
590 D( 9 , 9 ) = −1 . /H**2
591 B( 9 , 1 1 ) = −1 . /ELE
592
593 C FOR POISSON ’ S Equa t ion − I m a g i n a r y
594
595 G( 1 0 ) =(POTOS( 2 , J +1) −2.*POTOS( 2 , J ) +POTOS( 2 , J −1) ) /H* * 2 .
596 1 +RHOOS( 2 , J ) / ELE
597 A( 1 0 , 1 0 ) = −1 . /H* * 2 .
598 B( 1 0 , 1 0 ) = + 2 . /H* * 2 .
599 D( 1 0 , 1 0 ) = −1 . /H* * 2 .
600 B( 1 0 , 1 2 ) = −1 . /ELE
601
602 C FOR CHARGE DENSITY− Real
603
604 G( 1 1 ) =F *(Z ( 1 ) *CONCOS( 1 , J ) +Z ( 2 ) *CONCOS( 3 , J ) ) −RHOOS( 1 , J )
605
606 B( 1 1 , 5 ) =−F*Z ( 1 )
607 B( 1 1 , 7 ) =−F*Z ( 2 )
608 B( 1 1 , 1 1 ) =+1.0
609
610 C FOR CHARGE DENSITY− I m a g i n a r y
611
612 G( 1 2 ) =F *(Z ( 1 ) *CONCOS( 2 , J ) +Z ( 2 ) *CONCOS( 4 , J ) ) −RHOOS( 2 , J )
613
614 B( 1 2 , 6 ) =−F*Z ( 1 )
615 B( 1 2 , 8 ) =−F*Z ( 2 )
616 B( 1 2 , 1 2 ) =+1.0
617
618 C For c u r r e n t d e n s i t y − Rea l
619 G( 1 3 ) =F *(Z ( 1 ) *FLUXOS( 1 , J ) +Z ( 2 ) *FLUXOS( 3 , J ) ) −CURRENTOS( 1 , J )
620 B( 1 3 , 1 ) =−F*Z ( 1 )
621 B( 1 3 , 3 ) =−F*Z ( 2 )
622 B( 1 3 , 1 3 ) =+1.0
623
624 C For c u r r e n t d e n s i t y − I m a g i n a r y
625
626 G( 1 4 ) =F *(Z ( 1 ) *FLUXOS( 2 , J ) +Z ( 2 ) *FLUXOS( 4 , J ) ) −CURRENTOS( 2 , J )
627 B( 1 4 , 2 ) =−F*Z ( 1 )
628 B( 1 4 , 4 ) =−F*Z ( 2 )
629 B( 1 4 , 1 4 ) =+1.0
630
631
632 C For homogeneous r e a c t i o n o f e l e c t r o n s − r e a l
633 G( 1 5 ) =−RATEE*(CNS( J ) *CONCOS( 3 , J ) +CPS ( J ) *CONCOS( 1 , J ) )
634 1 −RXNOS( 1 , J )
635 B( 1 5 , 7 ) =RATEE*CNS( J )
636 B( 1 5 , 5 ) =RATEE*CPS ( J )
637 B( 1 5 , 1 5 ) =+1.0
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638
639 C For homogeneous r e a c t i o n o f e l e c t r o n s − I m a g i n a r y
640 G( 1 6 ) =−RATEE*(CNS( J ) *CONCOS( 4 , J ) +CPS ( J ) *CONCOS( 2 , J ) )
641 1 −RXNOS( 2 , J )
642 B( 1 6 , 8 ) =RATEE*CNS( J )
643 B( 1 6 , 6 ) =RATEE*CPS ( J )
644 B( 1 6 , 1 6 ) =+1.0
645
646 C For homogeneous r e a c t i o n o f h o l e s − r e a l
647 G( 1 7 ) =−RATEE*(CNS( J ) *CONCOS( 3 , J ) +CPS ( J ) *CONCOS( 1 , J ) )
648 1 −RXNOS( 3 , J )
649 B( 1 7 , 7 ) =RATEE*CNS( J )
650 B( 1 7 , 5 ) =RATEE*CPS ( J )
651 B( 1 7 , 1 7 ) =+1.0
652
653 C For homogeneous r e a c t i o n o f h o l e s − I m a g i n a r y
654 G( 1 8 ) =−RATEE*(CNS( J ) *CONCOS( 4 , J ) +CPS ( J ) *CONCOS( 2 , J ) )
655 1 −RXNOS( 4 , J )
656 B( 1 8 , 8 ) =RATEE*CNS( J )
657 B( 1 8 , 6 ) =RATEE*CPS ( J )
658 B( 1 8 , 1 8 ) =+1.0
659
660 CONTINUE
661 C SAVE G OUT DATA
662 212 DO 11 I =2 ,NJ−1
663 11 I f ( I . EQ . J ) WRITE( 1 2 , 3 0 1 ) J , (G(K) ,K=1 ,N)
664
665 C 888 i f ( J . EQ . 2 ) WRITE( 8 8 , 8 6 6 ) J , ( B( 1 , 1 ) ) , (B( 2 , 2 ) ) , (B( 3 , 1 ) ) , (B( 3 , 3 ) ) ,
666 C 1 (B( 3 , 5 ) ) , (B( 4 , 2 ) ) , (B( 4 , 4 ) ) , (B( 4 , 5 ) ) , (B( 5 , 5 ) ) , (B( 5 , 6 ) ) ,
667 C 2 (B( 6 , 3 ) ) , (B( 6 , 4 ) ) , (B( 6 , 5 ) ) , (B( 6 , 6 ) )
668 RETURN
669 END
670 c SUBROUTINE BCNJ( J )
671 SUBROUTINE BCNJ( J )
672 IMPLICIT DOUBLE PRECISION (A−H, O−Z )
673 COMMON/BAB/ A( 1 8 , 1 8 ) ,B( 1 8 , 1 8 ) ,C( 1 8 , 1 0 0 0 0 1 ) ,D( 1 8 , 3 7 ) ,G( 1 8 )
674 1 ,X( 1 8 , 1 8 ) ,Y( 1 8 , 1 8 )
675 COMMON/NSN/ N, NJ
676 COMMON/ NSNP / NPTS
677 COMMON/VAR/ FLUXOS( 4 , 1 0 0 0 0 1 ) ,CURRENTOS( 2 , 1 0 0 0 0 1 )
678 COMMON/DVAR/ CONCOS( 4 , 1 0 0 0 0 1 ) ,POTOS( 2 , 1 0 0 0 0 1 ) ,RHOOS( 2 , 1 0 0 0 0 1 )
679 COMMON/VARR/ H, EBIG , Y1 , JCOUNT
680 COMMON/CONSTANT/ F , R ,DPBULK,DRHOBULK, CURRPER,AMOBH,AMOBE
681 COMMON/CONCENRATION/ DCBULK( 2 ) ,CBULK( 2 )
682 COMMON/VARSSA/ DCONCSS( 2 , 1 0 0 0 0 0 1 ) ,DPOTSS(1000001) ,DRHOSS(1000001)
683 COMMON/VARSSB/ FLUXSS( 2 , 1 0 0 0 0 0 1 ) ,CURRENTSS(1000001)
684 COMMON/DCOMCENTRATION/ PBULK,RHOBULK
685 COMMON/ SURF / CSURF ,ATEM, DOP, ELE
686 COMMON/ REFERENCE / REF ( 3 ) , DIFF ( 2 ) ,Z ( 2 )
687 COMMON/CHARGE/ DQCHARGE,QCHARGE,CHARCOE
688 COMMON/ CONSTRAIN / CONCU,CONCD
689 COMMON/ REACTION / RXNSS( 2 , 1 0 0 0 0 0 1 ) ,RXNOS( 4 , 1 0 0 0 0 1 )
690 COMMON/REARATE/ RATEE, RATEF , CONCIN
691 COMMON/ FRE / FREQ( 1 0 0 0 0 1 ) , omega
692 COMMON/ POTFRE / DPOTII ( 1 0 0 0 , 1 0 0 0 1 ) , CURNTII ( 1 0 0 0 , 1 0 0 0 1 )
693 COMMON/CONCRE/ CONCEII ( 1 0 0 0 , 1 0 0 0 1 )
694 COMMON/OLDVARA/ FNS( 1 0 0 0 0 1 ) , FPS ( 1 0 0 0 0 1 ) ,CNS( 1 0 0 0 0 1 ) ,CPS ( 1 0 0 0 0 1 )
695 COMMON/OLDVARB/ POTS( 1 0 0 0 0 1 ) ,RHOS( 1 0 0 0 0 1 ) ,CURS( 1 0 0 0 0 1 )
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696 COMMON/OLDVARC/ RNS( 1 0 0 0 0 1 ) ,RPS ( 1 0 0 0 0 1 )
697 COMMON/ GUESS / NCOUNTMAX
698
699 301 FORMAT (5 x , ’ J= ’ I5 , 18E18 . 9 )
700 C 866 FORMAT (5 x , ’ J = ’ I5 , 36E18 . 9 )
701
702
703
704 C FOR ELECTRON−MEB− Real
705 G( 1 ) =FLUXOS( 1 , J )
706 B( 1 , 1 ) = −1.0
707
708 C FOR ELECTRON−MEB− I m a g i n a r y
709 G( 2 ) =FLUXOS( 2 , J )
710 B( 2 , 2 ) = −1.0
711
712
713 C FOR HOLES−MEB− Real
714
715 G( 3 ) =(FLUXOS( 3 , J ) −FLUXOS( 3 , J −1) ) /H
716 1 −0.5*RXNOS( 3 , J ) −0.5*RXNOS( 3 , J −1)
717 2 −0.5* omega*CONCOS( 4 , J ) −0.5* omega*CONCOS( 4 , J −1)
718 A( 3 , 3 ) = + 1 . /H
719 B( 3 , 3 ) = −1 . /H
720 B( 3 , 1 7 ) =+0.5
721 A( 3 , 1 7 ) =+0.5
722 B( 3 , 8 ) =0 .5* omega
723 A( 3 , 8 ) =0 .5* omega
724
725 C FOR HOLES−MEB− I m a g i n a r y
726
727 G( 4 ) =(FLUXOS( 4 , J ) −FLUXOS( 4 , J −1) ) /H
728 1 −0.5*RXNOS( 4 , J ) −0.5*RXNOS( 4 , J −1)
729 2 +0.5* omega*CONCOS( 3 , J ) +0 .5* omega*CONCOS( 3 , J −1)
730 A( 4 , 4 ) = + 1 . /H
731 B( 4 , 4 ) = −1 . /H
732 B( 4 , 7 ) = −0.5* omega
733 A( 4 , 7 ) = −0.5* omega
734 B( 4 , 1 8 ) =+0.5
735 A( 4 , 1 8 ) =+0.5
736
737 C FOR ELECTRON−FLUX−REAL
738
739 G( 5 ) =−DIFF ( 1 ) * (CONCOS( 1 , J ) −CONCOS( 1 , J −1) ) /H
740 1 −0.5*AMOBE*Z ( 1 ) *F *(CNS( J ) +CNS( J −1) ) * (POTOS( 1 , J ) −POTOS( 1 , J −1) ) /H
741 2 −0.5*AMOBE*Z ( 1 ) *F *(POTS( J ) −POTS( J −1) ) /H*(CONCOS( 1 , J )
742 3 +CONCOS( 1 , J −1) )
743 4 −0 .5*(FLUXOS( 1 , J ) +FLUXOS( 1 , J −1) )
744
745 A( 5 , 5 ) =−DIFF ( 1 ) /H+0.5*AMOBE*Z ( 1 ) *F *(POTS( J ) −POTS( J −1) ) /H
746 B( 5 , 5 ) =+DIFF ( 1 ) /H+0.5*AMOBE*Z ( 1 ) *F *(POTS( J ) −POTS( J −1) ) /H
747 A( 5 , 9 ) = −0.5*AMOBE*Z ( 1 ) *F *(CNS( J ) +CNS( J −1) ) /H
748 B( 5 , 9 ) =+0.5*AMOBE*Z ( 1 ) *F *(CNS( J ) +CNS( J −1) ) /H
749 A( 5 , 1 ) =+0.5
750 B( 5 , 1 ) =+0.5
751
752 C FOR ELECTRON−FLUX− I m a g i n a r y
753 G( 6 ) =−DIFF ( 1 ) * (CONCOS( 2 , J ) −CONCOS( 2 , J −1) ) /H
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754 1 −0.5*AMOBE*Z ( 1 ) *F *(CNS( J ) +CNS( J −1) ) * (POTOS( 2 , J ) −POTOS( 2 , J −1) ) /H
755 2 −0.5*AMOBE*Z ( 1 ) *F *(POTS( J ) −POTS( J −1) ) /H*(CONCOS( 2 , J )
756 3 +CONCOS( 2 , J −1) )
757 4 −0 .5*(FLUXOS( 2 , J ) +FLUXOS( 2 , J −1) )
758
759 A( 6 , 6 ) =−DIFF ( 1 ) /H+0.5*AMOBE*Z ( 1 ) *F *(POTS( J ) −POTS( J −1) ) /H
760 B( 6 , 6 ) =+DIFF ( 1 ) /H+0.5*AMOBE*Z ( 1 ) *F *(POTS( J ) −POTS( J −1) ) /H
761 A( 6 , 1 0 ) = −0.5*AMOBE*Z ( 1 ) *F *(CNS( J ) +CNS( J −1) ) /H
762 B( 6 , 1 0 ) =+0.5*AMOBE*Z ( 1 ) *F *(CNS( J ) +CNS( J −1) ) /H
763 A( 6 , 2 ) =+0.5
764 B( 6 , 2 ) =+0.5
765
766 C FOR HOLES−FLUX− Real
767 G( 7 ) =−DIFF ( 2 ) * (CONCOS( 3 , J ) −CONCOS( 3 , J −1) ) /H
768 1 −0.5*AMOBH*Z ( 2 ) *F *( CPS ( J ) +CPS ( J −1) ) * (POTOS( 1 , J ) −POTOS( 1 , J −1) ) /H
769 2 −0.5*AMOBH*Z ( 2 ) *F *(POTS( J ) −POTS( J −1) ) /H*(CONCOS( 3 , J )
770 3 +CONCOS( 3 , J −1) )
771 4 −0 .5*(FLUXOS( 3 , J ) +FLUXOS( 3 , J −1) )
772
773 A( 7 , 7 ) =−DIFF ( 2 ) /H+0.5*AMOBH*Z ( 2 ) *F *(POTS( J ) −POTS( J −1) ) /H
774 B( 7 , 7 ) =+DIFF ( 2 ) /H+0.5*AMOBH*Z ( 2 ) *F *(POTS( J ) −POTS( J −1) ) /H
775 A( 7 , 9 ) = −0.5*AMOBH*Z ( 2 ) *F *( CPS ( J ) +CPS ( J −1) ) /H
776 B( 7 , 9 ) =+0.5*AMOBH*Z ( 2 ) *F *( CPS ( J ) +CPS ( J −1) ) /H
777 A( 7 , 3 ) =+0.5
778 B( 7 , 3 ) =+0.5
779
780
781 C FOR HOLES−FLUX− I m a g i n a r y
782 G( 8 ) =−DIFF ( 2 ) * (CONCOS( 4 , J ) −CONCOS( 4 , J −1) ) /H
783 1 −0.5*AMOBH*Z ( 2 ) *F *( CPS ( J ) +CPS ( J −1) ) * (POTOS( 2 , J ) −POTOS( 2 , J −1) ) /H
784 2 −0.5*AMOBH*Z ( 2 ) *F *(POTS( J ) −POTS( J −1) ) /H*(CONCOS( 4 , J )
785 3 +CONCOS( 4 , J −1) )
786 4 −0 .5*(FLUXOS( 4 , J ) +FLUXOS( 4 , J −1) )
787
788 A( 8 , 8 ) =−DIFF ( 2 ) /H+0.5*AMOBH*Z ( 2 ) *F *(POTS( J ) −POTS( J −1) ) /H
789 B( 8 , 8 ) =+DIFF ( 2 ) /H+0.5*AMOBH*Z ( 2 ) *F *(POTS( J ) −POTS( J −1) ) /H
790 A( 8 , 1 0 ) = −0.5*AMOBH*Z ( 2 ) *F *( CPS ( J ) +CPS ( J −1) ) /H
791 B( 8 , 1 0 ) =+0.5*AMOBH*Z ( 2 ) *F *( CPS ( J ) +CPS ( J −1) ) /H
792 A( 8 , 4 ) =+0.5
793 B( 8 , 4 ) =+0.5
794
795 C FOR POSSON’ S EQUATION−REAL
796 G( 9 ) =POTOS( 1 , J ) −1.E−6
797 B( 9 , 9 ) = −1.0
798
799 C FOR POSSON’ S EQUATION− I m a g i n a r y
800
801 G( 1 0 ) =POTOS( 2 , J )
802 B( 1 0 , 1 0 ) = −1.0
803
804 C FOR CHARGE DENSITY− Real
805
806 G( 1 1 ) =F *(Z ( 1 ) *CONCOS( 1 , J ) +Z ( 2 ) *CONCOS( 3 , J ) ) −RHOOS( 1 , J )
807
808 B( 1 1 , 5 ) =−F*Z ( 1 )
809 B( 1 1 , 7 ) =−F*Z ( 2 )
810 B( 1 1 , 1 1 ) =+1.0
811
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812 C FOR CHARGE DENSITY− I m a g i n a r y
813
814 G( 1 2 ) =F *(Z ( 1 ) *CONCOS( 2 , J ) +Z ( 2 ) *CONCOS( 4 , J ) ) −RHOOS( 2 , J )
815
816 B( 1 2 , 6 ) =−F*Z ( 1 )
817 B( 1 2 , 8 ) =−F*Z ( 2 )
818 B( 1 2 , 1 2 ) =+1.0
819
820 C For c u r r e n t d e n s i t y − Rea l
821 G( 1 3 ) =F *(Z ( 1 ) *FLUXOS( 1 , J ) +Z ( 2 ) *FLUXOS( 3 , J ) ) −CURRENTOS( 1 , J )
822 B( 1 3 , 1 ) =−F*Z ( 1 )
823 B( 1 3 , 3 ) =−F*Z ( 2 )
824 B( 1 3 , 1 3 ) =+1.0
825
826 C For c u r r e n t d e n s i t y − I m a g i n a r y
827
828 G( 1 4 ) =F *(Z ( 1 ) *FLUXOS( 2 , J ) +Z ( 2 ) *FLUXOS( 4 , J ) ) −CURRENTOS( 2 , J )
829 B( 1 4 , 2 ) =−F*Z ( 1 )
830 B( 1 4 , 4 ) =−F*Z ( 2 )
831 B( 1 4 , 1 4 ) =+1.0
832
833
834 C For homogeneous r e a c t i o n o f e l e c t r o n s − r e a l
835 G( 1 5 ) =−RATEE*(CNS( J ) *CONCOS( 3 , J ) +CPS ( J ) *CONCOS( 1 , J ) )
836 1 −RXNOS( 1 , J )
837 B( 1 5 , 7 ) =RATEE*CNS( J )
838 B( 1 5 , 5 ) =RATEE*CPS ( J )
839 B( 1 5 , 1 5 ) =+1.0
840
841 C For homogeneous r e a c t i o n o f e l e c t r o n s − I m a g i n a r y
842 G( 1 6 ) =−RATEE*(CNS( J ) *CONCOS( 4 , J ) +CPS ( J ) *CONCOS( 2 , J ) )
843 1 −RXNOS( 2 , J )
844 B( 1 6 , 8 ) =RATEE*CNS( J )
845 B( 1 6 , 6 ) =RATEE*CPS ( J )
846 B( 1 6 , 1 6 ) =+1.0
847
848 C For homogeneous r e a c t i o n o f h o l e s − r e a l
849 G( 1 7 ) =−RATEE*(CNS( J ) *CONCOS( 3 , J ) +CPS ( J ) *CONCOS( 1 , J ) )
850 1 −RXNOS( 3 , J )
851 B( 1 7 , 7 ) =RATEE*CNS( J )
852 B( 1 7 , 5 ) =RATEE*CPS ( J )
853 B( 1 7 , 1 7 ) =+1.0
854
855 C For homogeneous r e a c t i o n o f h o l e s − I m a g i n a r y
856 G( 1 8 ) =−RATEE*(CNS( J ) *CONCOS( 4 , J ) +CPS ( J ) *CONCOS( 2 , J ) )
857 1 −RXNOS( 4 , J )
858 B( 1 8 , 8 ) =RATEE*CNS( J )
859 B( 1 8 , 6 ) =RATEE*CPS ( J )
860 B( 1 8 , 1 8 ) =+1.0
861
862 CONTINUE
863
864 206 WRITE( 1 2 , 3 0 1 ) J , (G(K) ,K=1 ,N)
865
866 C 888 WRITE( 8 8 , 8 6 6 ) J , (B( 1 , 1 ) ) , (B( 2 , 2 ) ) , (B( 3 , 1 ) ) , (B( 3 , 3 ) ) , (B( 3 , 5 ) ) ,
867 C 1 (B( 4 , 2 ) ) , (B( 4 , 4 ) ) , (B( 4 , 5 ) ) , (B( 5 , 5 ) ) , (B( 5 , 6 ) ) , (B( 6 , 3 ) ) , (B( 6 , 4 ) ) ,
868 C 2 (B( 6 , 5 ) ) , (B( 6 , 6 ) )
869
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870 PRINT * , ’ITERATION= ’ , JCOUNT
871 RETURN
872 END
873
874 C SUBROUTINE MATINV
875 SUBROUTINE MATINV(N,M,DETERM)
876 IMPLICIT DOUBLE PRECISION (A−H, O−Z )
877 COMMON/BAB/ A( 1 8 , 1 8 ) ,B( 1 8 , 1 8 ) ,C( 1 8 , 1 0 0 0 0 1 ) ,D( 1 8 , 3 7 ) ,G( 1 8 )
878 1 ,X( 1 8 , 1 8 ) ,Y( 1 8 , 1 8 )
879 COMMON/NSN/ NTEMP, NJ
880 DIMENSION ID ( 1 8 )
881 DETERM=1.01
882 DO 1 I =1 ,N
883 1 ID ( I ) =0
884 DO 18 NN=1 ,N
885 BMAX=1.1
886 DO 6 I =1 ,N
887 IF ( ID ( I ) . NE . 0 ) GO TO 6
888 BNEXT=0.0
889 BTRY=0.0
890 DO 5 J =1 ,N
891 IF ( ID ( J ) . NE . 0 ) GO TO 5
892 IF (DABS(B( I , J ) ) . LE .BNEXT) GO TO 5
893 BNEXT=DABS(B( I , J ) )
894 IF (BNEXT. LE .BTRY) GO TO 5
895 BNEXT=BTRY
896 BTRY=DABS(B( I , J ) )
897 JC=J
898 5 CONTINUE
899 IF (BNEXT. GE .BMAX*BTRY) GO TO 6
900 BMAX=BNEXT/BTRY
901 IROW= I
902 JCOL=JC
903 6 CONTINUE
904 IF ( ID ( JC ) . EQ . 0 ) GO TO 8
905 DETERM=0.0
906 RETURN
907 8 ID ( JCOL ) =1
908 IF ( JCOL . EQ . IROW) GO TO 12
909 DO 10 J =1 ,N
910 SAVE=B(IROW, J )
911 B(IROW, J ) =B( JCOL , J )
912 10 B( JCOL , J ) =SAVE
913 DO 11 K=1 ,M
914 SAVE=D(IROW,K)
915 D(IROW,K) =D( JCOL ,K)
916 11 D( JCOL ,K) =SAVE
917 12 F = 1 . 0 /B( JCOL , JCOL )
918 DO 13 J =1 ,N
919 13 B( JCOL , J ) =B( JCOL , J ) *F
920 DO 14 K=1 ,M
921 14 D( JCOL ,K) =D( JCOL ,K) *F
922 DO 18 I =1 ,N
923 IF ( I . EQ . JCOL ) GO TO 18
924 F=B( I , JCOL )
925 DO 16 J =1 ,N
926 16 B( I , J ) =B( I , J ) −F*B( JCOL , J )
927 DO 17 K=1 ,M
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928 17 D( I ,K) =D( I ,K) −F*D( JCOL ,K)
929 18 CONTINUE
930 RETURN
931 END
932
933 C SUBROUTINE BAND( J )
934 SUBROUTINE BAND( J )
935 IMPLICIT DOUBLE PRECISION (A−H, O−Z )
936 DIMENSION E ( 1 8 , 1 9 , 1 0 0 0 0 1 )
937 COMMON/BAB/ A( 1 8 , 1 8 ) ,B( 1 8 , 1 8 ) ,C( 1 8 , 1 0 0 0 0 1 ) ,D( 1 8 , 3 7 ) ,G( 1 8 )
938 1 ,X( 1 8 , 1 8 ) ,Y( 1 8 , 1 8 )
939 COMMON/NSN/ N, NJ
940 SAVE E , NP1
941 101 FORMAT(15H DETERM=0 AT J = , I5 )
942 IF ( J −2) 1 ,6 , 8
943 1 NP1=N+1
944 DO 2 I =1 ,N
945 D( I , 2 *N+1)=G( I )
946 DO 2 L=1 ,N
947 LPN=L+N
948 2 D( I , LPN) =X( I , L )
949 CALL MATINV(N, 2*N+1 ,DETERM)
950 IF (DETERM) 4 ,3 , 4
951 3 PRINT 101 , J
952 4 DO 5 K=1 ,N
953 E (K, NP1 , 1 ) =D(K, 2 *N+1)
954 DO 5 L=1 ,N
955 E (K, L , 1 ) =−D(K, L )
956 LPN=L+N
957 5 X(K, L ) =−D(K, LPN)
958 RETURN
959 6 DO 7 I =1 ,N
960 DO 7 K=1 ,N
961 DO 7 L=1 ,N
962 7 D( I ,K) =D( I ,K) +A( I , L ) *X( L ,K)
963 8 IF ( J −NJ ) 11 ,9 ,9
964 9 DO 10 I =1 ,N
965 DO 10 L=1 ,N
966 G( I ) =G( I ) −Y( I , L ) *E ( L , NP1 , J −2)
967 DO 10 M=1 ,N
968 10 A( I , L ) =A( I , L ) +Y( I ,M) *E (M, L , J −2)
969 11 DO 12 I =1 ,N
970 D( I , NP1 ) =−G( I )
971 DO 12 L=1 ,N
972 D( I , NP1 ) =D( I , NP1 ) +A( I , L ) *E ( L , NP1 , J −1)
973 DO 12 K=1 ,N
974 12 B( I ,K) =B( I ,K) +A( I , L ) *E ( L , K, J −1)
975 CALL MATINV(N, NP1 ,DETERM)
976 IF (DETERM) 14 , 13 , 14
977 13 PRINT 101 , J
978 14 DO 15 K=1 ,N
979 DO 15 M=1 ,NP1
980 15 E (K,M, J ) =−D(K,M)
981 IF ( J −NJ ) 20 ,16 ,16
982 16 DO 17 K=1 ,N
983 17 C(K, J ) =E (K, NP1 , J )
984 DO 18 J J =2 , NJ
985 M=NJ− J J +1

244



986 DO 18 K=1 ,N
987 C(K,M) =E (K, NP1 ,M)
988 DO 18 L=1 ,N
989 18 C(K,M) =C(K,M) +E (K, L ,M) *C( L ,M+1)
990 DO 19 L=1 ,N
991 DO 19 K=1 ,N
992 19 C(K, 1 ) =C(K, 1 ) +X(K, L ) *C( L , 3 )
993 20 RETURN
994 END
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