Interpolated boundary condition for lattice Boltzmann simulations of flows in narrow gaps
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Several different interpolation schemes have been proposed for improving the accuracy of lattice Boltzmann simulations in the vicinity of a solid boundary. However, these methods require at least two or three fluid nodes between nearby solid surfaces, a condition that may not be fulfilled in dense suspensions or porous media for example. Here we propose an interpolation of the equilibrium distribution, which leads to a velocity field that is both second-order accurate in space and independent of viscosity. The equilibrium interpolation rule infers population densities on the boundary itself to reduce the span of nodes needed for interpolation; it requires a minimum of one grid spacing between the nodes. By contrast, the linear interpolation rule requires two fluid nodes in the gap and leads to a viscosity-dependent slip velocity, while the multireflection rule is viscosity independent but requires a minimum of three fluid nodes.
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I. INTRODUCTION

Over the past ten years, the lattice Boltzmann equation (LBE) has emerged as the basis of important numerical methods to study flows in complex geometries. Applications include flows in porous media [1–3], particle suspensions [4–7], polymer solutions [8,9], and microfluidic devices [10,11]. The key issue in such computations is an accurate and computationally efficient implementation of the no-slip boundary condition between solid and fluid surfaces. The most common boundary condition in LBE simulations is the bounce-back rule, which can be straightforwardly modified for the case of a moving solid surface [12]. The no-slip boundary is located approximately half-way between the solid and fluid nodes [13], but the exact position depends on the orientation of the solid surface with respect to the underlying lattice and the fluid viscosity [14]. There have been many proposals to improve the accuracy of the solid-fluid boundary condition. Initially, effort focused on solving equations for the distribution function at fluid nodes adjacent to the solid surface [15–20]. However, these methods were found to be overly complicated in the general case and have not been widely utilized. An alternative idea is to establish the boundary condition on the links between the nodes; this was first described within the context of lattice-gas models of suspensions [21], and was later adapted to lattice Boltzmann models [12,15]. However, the link bounce-back rule leads to a hydrodynamic boundary that is offset from the physical one, and several link-based interpolation schemes have been proposed to obtain a more accurate no-slip condition [22–28].

A simple, physically motivated interpolation scheme has been proposed [26,29], which both improves the accuracy of the bounce-back rule and is unconditionally stable for all boundary positions; the scheme has both linear and quadratic versions. A more general framework for this class of interpolation schemes has been extensively analyzed in a comprehensive and seminal paper [30]. The multireflection rule proposed in Ref. [30] is the most accurate boundary condition yet discovered for lattice Boltzmann methods. However, interpolation requires additional fluid nodes in the gap between adjacent particle surfaces. The bounce-back rule requires only one grid spacing between the surfaces, but linear interpolation requires at least two grid spacings, while quadratic interpolation and multireflection require three. In this work we consider interpolation of the equilibrium distribution only. Although this is more complex to implement than linear interpolation, it has the advantage that the velocity distribution at the boundary surface may be used to provide an additional interpolation point. In this way the span of fluid nodes can be reduced to that of the bounce-back rule, while obtaining second-order accuracy in the flow field. In conjunction with an appropriate choice of collision operator [30], the location of the boundary is independent of fluid viscosity, unlike the linear and quadratic interpolations. For viscous fluids, where the relaxation time \( \tau \gg 1 \), the equilibrium interpolation rule is significantly more accurate than either linear or quadratic interpolation.

We have compared results obtained using the equilibrium interpolation rule with three different interpolation schemes: linear, quadratic [26], and multireflection [30]. We use a version [31] of the multiple-relaxation time (MRT) lattice Boltzmann model [32], which is tuned to minimize the dependence of the boundary location on the fluid viscosity [30]. We have examined flows in channels oriented at different angles with respect to the underlying grid and flows through porous media composed of regular arrays of spheres. Our work parallels that reported in Ref. [3], with the addition of the equilibrium interpolation rule.

II. MULTIPLE-RELAXATION-TIME (MRT) MODEL

The time evolution of the distribution function in discrete phase space is described by the lattice Boltzmann equation. If \( n_i(\mathbf{r},t) \) represents the density of particles moving in the direction labeled \( i \) at the discrete location \( \mathbf{r} \) and discrete time \( t \), then
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at the half time step by introducing the modified momentum. We choose units such that the lattice grid spacing and time step are equal to one. The fluid velocity is evaluated at half time step by introducing the modified momentum \( \mathbf{j}' = \mathbf{j} + f \Delta t / 2 \) [12]. The improvement in accuracy from introducing this correction is described in [35].

The single relaxation time or Bhatnagar-Gross-Krook model (LBGK) has been the most popular collision operator, due to its computational simplicity [36,37]. However, the LBGK model suffers from numerical instability and inaccuracy near boundaries when compared with the MRT model [3,38,39], which relaxes the nonhydrodynamic modes at a different rate from the viscous modes. The modes or moments of the distribution function can be constructed from appropriate linear combinations,

\[
m_k = \sum_{j=0}^{b} e_{k,j} n_j,
\]

where \( e_k \) is the \( k \)th eigenvector of the collision operator \( \mathcal{L} \). These eigenvectors can be constructed from irreducible polynomials of the lattice-vectors \( \mathbf{c}_i \) [32], and are listed in Table I. The first four moments correspond to the conserved variables, mass density \( \rho \) and momentum density \( \mathbf{j} \), while \( m_{10} - m_{09} \) are related to the bulk and shear stresses. The higher modes, \( m_{10} - m_{18} \), are kinetic or “ghost” modes; they do not enter the bulk hydrodynamic equations, but play an important role near boundaries [30] and when there are thermal fluctuations [31].

There are two slightly different sets of eigenvectors shown in Table I. In the formal formulation of the MRT model [32], the back transformation,

\[
n_i = \sum_{k=0}^{b} w_k^{-1} m_k e_{k,i}, \quad w_k = \sum_{i=0}^{b} e_{k,i}^2,
\]

is simply the inverse of the forward transformation, with \( w_k \) the normalizing factor of the \( k \)th eigenvector. The eigenvectors must therefore satisfy the orthogonality relation.
However, a drawback of this choice of eigenvectors is that the equilibrium distribution has projections onto the kinetic modes \([32]\). An alternative set of eigenvectors can be constructed so that the back transformation includes the weights from the equilibrium distribution \([31]\),

\[
\sum_{k=0}^{b} w_k^{-1} e_{k,i} e_{k,j} = \delta_{ij}.
\]

We have found that collision operators relaxed towards their local equilibrium, and the equilibrium distribution now has no projection onto the kinetic modes. The decoupling of the equilibrium distribution from the kinetic modes significantly simplifies the implementation of thermal fluctuations \([31]\). Moreover, the MRT model with weighted eigenvectors reduces to the LBGK \([37]\) and ten-moment \([12,40]\) models by a suitable choice of eigenvalues. We have found that collision operators constructed from either set of eigenvectors show similar numerical stability and tunability.

The MRT model can be updated with about a 20% computational overhead over the LBGK model. The moments of the distribution \(m_k\) are first calculated from Eq. (3), and then relaxed towards their local equilibrium,\( m_k^* = m_k^{eq} + (1 + \lambda_k)(m_k - m_k^{eq}) \). (8)

The asterisk indicates the postcollision state, \(\lambda_k\) is the eigenvalue of the 4th mode, and the equilibrium moments are calculated from the analog of Eq. (3),

\[
m_k^{eq} = \sum_{j=0}^{b} e_{j,k} m_j^{eq}.
\]

The eigenvalues of the conserved modes \((m_0 - m_3)\) are necessarily zero, and the equilibrium moments are therefore unchanged by the collision process. Using the weighted eigenvectors from Table I, we find that the equilibrium distribution only has a projection onto the hydrodynamic and viscous modes \((m_0 - m_9)\), while the linearized equilibrium distribution [Eq. (2)] has no projection on the viscous modes either and Eq. (8) simplifies to

\[
m_k^* = (1 + \lambda_k)m_k.
\]

The postcollision distribution, \(n_i^*\), can be calculated from Eq. (6) and then propagated according to Eq. (1),

\[
n_i(r + c_i \Delta t + \Delta t) = n_i^*(r, t).
\]

Symmetry considerations suggest a total of six distinct nonzero eigenvalues for the D3Q19 model; the bulk mode \((m_4)\), the shear modes \((m_5 - m_9)\), two sets of third-order modes \((m_{10} - m_{12})\) and \((m_{13} - m_{14})\), and two sets of fourth-order modes \((m_{16} \text{ and } m_{17} - m_{18})\). However, in this work we will use one eigenvalue for the second-order and fourth-order modes, and a separate eigenvalue for the third-order modes. This allows for a straightforward tuning of the MRT model that can result in a viscosity-independent boundary condition for the bounce-back boundary condition \([30]\) (see Sec. III B). Neither linear nor quadratic interpolations are viscosity independent \([3]\), but the equilibrium interpolation scheme proposed here can be made viscosity independent in a similar way to the bounce-back rule. The multireflection boundary condition is independent of viscosity without any need for tuning of the collision operator \([30]\).

### III. SOLID-FLUID BOUNDARY

Boundary conditions in the lattice-Boltzmann method are derived from localized rules applied to the velocity distribution, as opposed to direct conditions on the velocity field. The additional physical insight provided by the underlying mechanics has been useful in the development of interpolation methods \([26]\) as well as in the development of the moving boundary condition \([21]\). Before discussing specific boundary rules, we will clarify some definitions related to the various types of nodes on the grid. Solid nodes are the set of nodes overlaid by solid objects; all remaining nodes are fluid nodes. Boundary nodes are fluid nodes that share a link with a solid node, and neighboring nodes are fluid nodes adjacent to boundary nodes. In this work we focus on the no-slip boundary condition at stationary solid surfaces, while moving boundary conditions can be found elsewhere in the literature \([12,21,29,30]\).

#### A. Link bounce-back boundary condition

In the link bounce-back rule \([15,21]\), the boundary surface is assumed to lie midway between a boundary node and a solid node. A fluid population leaving the boundary node \(r_j\) and encountering the solid surface is reflected and returns in one time step to its original location, pointing in the opposite direction. The corresponding equation can be expressed as

\[
n_i(r + c_i \Delta t + \Delta t) = n_i^*(r, t),
\]

where \(n_i^*\) denotes the postcollision population, and the direction \(i'\) is opposite to \(i\); i.e., \(c_i' = -c_i\).

#### B. Tuning the MRT model

The relaxation time of a particular mode [Eq. (10)] can be related to its eigenvalue via a discrete fluctuation-dissipation theorem \([12,31,35,41]\),

\[
2 \tau_k = \frac{\lambda_k}{\eta_k} \sum_{n=-\infty}^{\infty} (1 + \lambda_k)^n = -\frac{2}{\lambda_k} - 1.
\]

The \(\tau_k\) in Eq. (13) differs from the LBKG definition, \(\tau = -1/\lambda\), by a constant offset of \(-1/2\). In this work we will use a two-relaxation-time (TRT) model \([30]\), with separate eigenvalues, \(\lambda\) and \(\lambda'\), for the even \((m_{1} - m_{6})\) and \((m_{16} - m_{18})\) and odd \((m_{10} - m_{15})\) modes. The shear viscosity of the fluid is given by \(\eta = \rho \tau \sigma\), where \(\tau\) is given by Eq. (13). The merit of the TRT model is that the eigenvalues of the third-order modes
can be tuned to adjust the location of the hydrodynamic boundary with respect to the underlying grid. Thus for a given \( \tau \) we can adjust \( \tau' \) to keep the location of the boundary independent of \( \tau \). We adopt the same tuning of the collision operator as in Ref. [30],

\[
\lambda' = -\frac{2\tau}{\tau + w},
\]

where the restriction \( w > 0 \) is necessary for linear stability. For planar boundaries located midway between the grid points, the hydrodynamic boundary is located on the physical boundary when \( w = 3/8 \), independent of fluid viscosity [30]. We have verified this relation for the weighted eigenvectors (Table II) as well.

Linear stability restricts the range of eigenvalues \(-2 < \lambda < 0 \) [34,42], but there is a more subtle limitation on the tunability of the boundary location. For fixed Reynolds number and grid resolution, the incompressible limit is reached and the ratio \( \tau' / \tau = w/2 \tau \) eventually diverges. It has been shown that this introduces a compressibility error whenever this ratio becomes large in comparison to the number of grid points per linear dimension [43].

C. Interpolation

In general, the solid surface is not always located midway between the boundary node and the solid node; a second-order boundary condition therefore requires interpolation. The scheme proposed in Ref. [26] combines second-order accuracy with simplicity and stability. It uses different algorithms depending on the location of the boundary, in order to ensure that the distribution is always interpolated and never extrapolated; this ensures stability. The idea is illustrated in Fig. 1. If the surface is closer to the boundary node than the solid node \( (q < 1/2) \), an interpolated population is constructed farther away from the surface and then bounced back to end up on the boundary node during the propagation step. Alternatively, if the solid surface is located closer to the solid node \( (q > 1/2) \) the boundary-node population is bounced back to end up at an intermediate location during the propagation step. Then this intermediate distribution is combined with the neighboring population to interpolate to the boundary node. The equations for linear interpolation are

\[
n_i^s(r_j, t + \Delta t) = 2qn_i^s(r_j, t) + (1 - 2q)n_i^s(r_j - c_i, t),
\]

\[
n_i^s(r_j, t + \Delta t) = \frac{1}{2q}n_i^s(r_j, t) + \frac{2q - 1}{2q}n_i^s(r_j, t),
\]

for \( 0 \leq q < 1/2 \) and \( 1/2 \leq q < 1 \), respectively.

A quadratic interpolation [26] can be derived in a similar fashion, using an additional neighboring node at \( r_j - 2c_i \) [48];

\[
n_i^s(r_j, t + \Delta t) = q(2q + 1)n_i^s(r_j, t) + (1 - 4q^2)n_i^s(r_j - c_i, t) - q(1 - 2q)n_i^s(r_j - 2c_i, t),
\]

\[
n_i^s(r_j, t + \Delta t) = \frac{q^2}{(1 + q)^2}n_i^s(r_j, t) + \frac{1 - 2q}{(1 + q)^2}n_i^s(r_j - c_i, t) - \frac{q^2}{(1 + q)^2}n_i^s(r_j - 2c_i, t).
\]

D. Interpolation of the equilibrium distribution

In many applications, the distance between solid boundaries may on occasion be comparable to the grid size, with insufficient fluid nodes in the gap for the desired interpolation scheme. In such situations a lower-order boundary condition is used, typically bounce back, but this can lead to
increased global errors, even when only a few nodes are affected [20]. Our proposed boundary condition is based on the observation that the nonequilibrium distribution is one order higher in the Chapman-Enskog expansion than the equilibrium distribution. Thus a first-order accurate nonequilibrium distribution, coupled with a second-order accurate equilibrium distribution, will result in an overall second-order distribution. Another way to say this is that the nonequilibrium distribution contributes terms of order \( \nabla \mathbf{u} \) to the macrodynamical equations, and a first-order calculation of the velocity gradient is sufficient for a second-order velocity field. The computational advantage of this decomposition is that we can infer an equilibrium distribution at the solid surface to provide an additional interpolation point and compute an overall second-order distribution in situations where linear interpolation is not possible. An additional advantage is that any viscosity dependence of the hydrodynamic boundary comes from the nonequilibrium distribution. By interpolating just the equilibrium distribution, we can still tune the MRT model to provide a viscosity-independent boundary rule, as described in Sec. III B.

The distribution function at a boundary node is therefore divided into equilibrium and nonequilibrium parts, based on the local density and fluid velocity. The decomposition must be done before the distribution is propagated, so the equilibrium distribution is always interpolated first and then bounced back to the boundary node. To maintain stability we use different neighboring distributions to interpolate with, as illustrated in Fig. 2. When the surface is closer to the boundary node than the solid node \((q < 1/2)\), we use the neighboring node at \(r_j-c_i\), for the interpolation [Fig. 2(a)], as with the standard linear interpolation [c.f., Eq. (15)],

\[
n_{eq}^i(r_j, t + \Delta t) = 2q n_{eq}^i(r_j, t) + (1-2q) n_{eq}^i(r_j - c_i, t).
\]

On the other hand, when the surface is closer to the solid node, we use the expected equilibrium distribution at the solid surface [Fig. 2(b)]:

\[
n_{eq}^i(r_j, t + \Delta t) = \frac{1-q}{q} n_{eq}^i(r_j, t) + \frac{2q-1}{q} n_{eq}^i(r_b), \tag{19}
\]

where \(n_{eq}^i(r_b) = n_{eq}^i(\rho_b, \mathbf{u}_b)\) is the equilibrium distribution corresponding to the local velocity of the surface \(\mathbf{u}_b\). The mass density at the surface, \(\rho_b\), can be taken as the local fluid density \(\rho(r_j)\) or as the mean fluid density \(\rho_0\). The difference is small, of the order of \(M^2\), where \(M\) is the Mach number, and in Stokes flow \(M\) can be made arbitrarily small. Our simulations use a stationary surface, so in this case \(n_{eq}^i(r_j) = \omega^i \rho_0\). The final distribution at the boundary node, \(n_{eq}^i(r_j, t + \Delta t)\), includes the nonequilibrium distribution, which is obtained from the bounce-back rule,

\[
n_{eq}^i(r_j, t + \Delta t) = n_{eq}^i(r_j, t), \tag{20}
\]

regardless of \(q\).

When two surfaces are very close together, there may be no fluid node at \(r_j-c_i\), as illustrated in Fig. 2(c). In the case when \(q < 1/2\), we can use the equilibrium distribution at the other surface to interpolate with,

\[
r_j - c_i \quad r_j \quad r_j + c_i
\]

(a) \(0 < q \leq 1/2\)

\[
q
\]

(b) \(1/2 < q \leq 1\)

\[
r_j - c_i \
\]

\[
r_j \quad r_j \quad r_j + c_i
\]

(c) \(0 < q \leq 1/2, \ 1/2 < q' \leq 1\)

![FIG. 2. Schematic diagrams of the equilibrium interpolation rule; \(r_j\) is a boundary node, \(r_j + c_i\) is a solid node, and \(r_j - c_i\) is a neighboring node in (a) and (b), but a solid node in (c); \(i\) is the direction towards the solid node. An open circle represents the location of an interpolated equilibrium population and an open square indicates the position of the solid surface; \(q\) is the distance of the fluid node from the boundary surface, normalized by the grid spacing \(\Delta\). The double-line arrow represents the interpolated distribution obtained from two known distributions, which are denoted by single-line arrows.](image)

whereas when \(q > 1/2\) we use Eq. (19). Equation (21) is stable when \(q' > 1-2q\) and \(q < 1/2\); otherwise the interpolated distribution becomes an extrapolated one. Thus the equilibrium interpolation rule requires only a single fluid node to provide second-order accuracy, and can replace the bounce-back rule whenever the gap between the solid surfaces is larger than \(\Delta\).

**IV. RESULTS AND DISCUSSION**

In order to assess the accuracy of the proposed equilibrium interpolation (EI) rule, we compare with other forms of interpolation; bounce back (BB), linear interpolation (LI), quadratic interpolation (QI), and multireflection (MR). The MRT collision rules were tuned according to Eq. (14), and results for flows in inclined channels and flows through idealized porous media are reported for different values of the tuning parameter \(w\).

**A. Plane Poiseuille flows**

We consider first a planar Poiseuille flow in channels inclined at 0° and 45° to a grid line. Consider a planar channel...
Note that if then the boundary condition is first-order accurate, whereas = \frac{1}{2} \left( \frac{H}{2} - \frac{1}{2} - p \right) + \frac{1}{w} - \frac{1}{4} \right] + \frac{1}{6} w - \frac{1}{8}

of height \( L \), consisting of \( H \) grid cells. The walls are assumed to be symmetrically placed at a distance \( p \Delta \) from the nearest fluid node, such that \( L = (H + 2p - 1) \Delta \). When the walls are located midway between grid points, \( L \) reduces to \( H \Delta \). In a channel flow driven by a body-force density \( f \), the calculated velocity field differs from the exact velocity field

\[ u = \frac{f}{2 \eta} (L - x) \quad (22) \]

by a constant slip velocity \( \Delta u \). We introduce a dimensionless parameter, \( \alpha = 2 \frac{\eta \Delta u}{f} \), such that the normalized slip velocity, \( \Delta u / u_{\text{max}} \), can then be written as \( 4 \alpha \Delta^2 / L^2 \), where \( u_{\text{max}} = u(L/2) = f L^2 / 8 \eta \). Thus, if \( \alpha \) grows linearly with \( H \) or \( L \), then the boundary condition is first-order accurate, whereas if \( \alpha \) is independent of \( H \), then it is second-order accurate. Note that \( L \) and \( H \Delta \) are the same to first order in \( H \). We have determined the dependence of \( \alpha \) on the parameters \( H \), \( p \), \( \tau \), and \( w \) from a sequence of numerical simulations, using the MRT collision operator described in Sec. III B.

The slip velocities reported in Table II show that the interpolation methods are all second-order accurate, while the BB rule is only first order. However, on average the BB rule is also second-order accurate since terms proportional to \( H \) vanish on averaging over all possible wall locations. This explains how the BB rule can exhibit second-order accuracy in a number of practical applications. The LI and QI rules are both second order, but the boundary location depends on fluid viscosity. Since the \( \tau \)-dependent terms also depend on \( p \) this additional slip velocity cannot be tuned away, nor does it vanish on averaging over different boundary locations. For viscous fluids, with \( \tau \approx 1 \), the BB rule, in conjunction with a tuned MRT collision operator, can be more accurate than the LI or QI rules. It is noteworthy that the EI rule is both second order and independent of \( \tau \), because it is the interpolation of the nonequilibrium distribution that causes the dependence on fluid viscosity. The multireflection rule leads to boundary conditions that are independent of \( \tau \) and \( p \). However, even the MR rule is only exact for a specific orientation, unless the tuning parameter is varied for each new angle.

An important question is whether the interpolated boundary rules are second-order accurate for more complex geometries. Therefore, we also simulated a planar Poiseuille flow in a channel oriented at \( \tan^{-1}(1/2) \) to the underlying lattice. In this case the slip velocity is no longer constant across the channel [27]; we report values measured at the center of the channel where the slip velocity is largest. In Fig. 3 we show the dependence of the slip velocity on the tuning parameter, \( w \), using a relaxation time \( \tau = 1/2 \). The optimal \( w \) was chosen to minimize the deviation near the end points, \( p = 0.1 \) and 0.9, where the errors tend to be the largest. The selected \( w \) is
independent of spatial resolution except for very coarse grids. Generally, the no-slip wall moves closer to the solid nodes as \( w \) increases, and as a result, the fluid velocity increases with \( w \).

Figure 4 shows the actual slip velocity \( |\Delta u/u_{\text{max}}| \) as a function of grid resolution; the optimal value of \( w \) was used for each boundary rule. The results are qualitatively similar to those of the 0° and 45° channels. All methods are second-order accurate except the BB rule, which is only second-order accurate on average. Note that for the BB, LI, and EI rules, the slip velocity changes sign between \( p=0.1 \) and \( p=0.9 \). Finally, the viscosity dependence of the slip velocity, shown in Fig. 5, is similar to the 0° and 45° channels; the slip velocity is linearly dependent on \( \tau \) with LI and QI rules, and independent of \( \tau \) with BB, MR, and EI rules.

In summary, the equilibrium interpolation rule proposed in this paper results in comparable accuracy to the LI and QI rules at low viscosity, with the added advantage that the location of the boundary is independent of fluid viscosity. The ability to simulate accurate flow fields with large viscosities can lead to orders of magnitude reduction in computer time in low-Reynolds number flows. The EI rule is less accurate than the multireflection rule, but it only requires a single grid point in the gap between the solid surfaces, whereas the MR rule requires three. Next we examine these same boundary rules in geometries more typical of suspensions and porous media.

B. Flows through cubic arrays of spheres

In order to test the accuracy of the different boundary rules in more realistic geometries, we examined steady
The optimal tuning parameter for channel flows was found to depend on the channel orientation with respect to the underlying grid. We therefore begin by determining the optimal value of \( w \) for a dilute simple-cubic array of spheres (\( \chi = 0.4 \)). Figure 6 shows the error in the permeability for different values of \( w \). The results for all boundary rules are second-order accurate, including the BB rule with a suitable choice of \( w \). The spherical geometry samples different locations and orientations of the boundary and the first-order error is then small. Considering both the overall accuracy and the rate of convergence of the results, we choose the following "optimal" values \( w \) for each rule; BB \( w = 3/4 \), LI \( w = 1/6 \), QI \( w = 1/6 \), MR \( w = 1/6 \), and EI \( w = 3/10 \), which are then used in the rest of the work. This process resembles the tuning of the hydrodynamic radius proposed previously [4,35] in the context of the bounce-back rule. The present tuning is superior in that the hydrodynamic boundary is now coincident with the mechanical boundary, and, for the MR and EI rules at least, viscosity independent.

The exact mapping of the boundary nodes onto the lattice Boltzmann grid varies with the location of the center of mass of the particle. This produces variations in the flow field around the sphere which can lead to substantial variations in permeability. The error bars in Fig. 7 indicate the maximum and minimum values of the permeability across a simulation set. The bounce-back rule shows the largest fluctuations in permeability as would be expected, but the EI rule shows much smaller variations (\(~50\%\)) than LI or QI; the multi-reflection rule has even smaller fluctuations. Figure 7 also shows the viscosity dependence of the permeability. As with channel flows, the permeability obtained with BB, MR, and EI rules are independent of \( \tau \), while with LI and QI rules the error in permeability grows in proportion to \( \tau \). We note by comparing Figs. 7(a) and 7(b) that the fluctuations in permeability decay rapidly with increasing resolution. The data shown in Fig. 8 indicate that the position-dependent fluctuations in force decay quadratically with increasing grid resolution. Quadratic interpolation shows larger fluctuations than even the bounce-back rule in this case, due to the large \( \tau \) and the relatively small volume fraction.

The permeability of dilute (\( \chi = 0.4 \)) and dense (\( \chi = 0.95 \)) arrays of spheres was calculated for different grid resolutions, with both simple-cubic and body-centered-cubic structures. We used the optimal values of \( w \) for each rule, determined from the permeability of dilute simple-cubic arrays (Fig. 6). In the dilute case (\( \chi = 0.4 \)) there are always at least three fluid nodes in the gap between particle surfaces, but in the dense case (\( \chi = 0.95 \)) there is typically only one fluid node in the gap. If there are insufficient fluid nodes for the interpolation rule, we reduce the MR and QI rules to the LI rule, and the LI rule to the BB rule, depending on the number of available nodes. The EI rule can always be applied in one of its interpolated forms unless the gap between the surfaces is less than \( \Delta \); in this case we use the BB rule. The proposed mixed methods are stable, and the implementation is summarized in Table III.

Figure 9 illustrates the convergence of the permeability for different geometries, different packing fractions, and different fluid viscosities. In the dilute packings [Figs. 9(a),

![Figure 5](https://example.com/figure5.png)

**FIG. 5.** Viscosity dependence of the slip velocity, \( \Delta u/u_{\text{max}} \), at the center of a \( \tan^{-1}(1/2) \) channel. The channel width \( L = (16/\sqrt{5}+2p-1)\Delta \). The optimal \( w \) is used with each rule; BB (diamond), LI (circle), QI (asterisk), MR (square), EI (triangle).
All the rules are second-order accurate. In general, the MR rule has the lowest error, by up to an order of magnitude, while EI is slightly less accurate than LI and QI at low viscosity [Fig. 9(a)] but more accurate at higher viscosity [Figs. 9(c) and 9(e)]. In fact, at the higher viscosity ($\tau = 1.5$), the bounce-back rule tends to be at least as accurate as the LI or QI rules.

For dense packings [Figs. 9(b), 9(d), and 9(f)], the errors are typically an order of magnitude larger than in the dilute case when the particle size is kept constant. But for the same fluid volume, $L^3$, the errors are quite similar. This gives a

FIG. 8. Grid-dependent fluctuations in permeability $\Delta Q/Q^*$ for a simple-cubic array of spheres ($\tau = 3/2$, $\chi = 0.4$). The difference between the maximum and minimum permeability for different locations of the sphere are shown as a function of grid resolution; BB (diamond), LI (circle), QI (asterisk), MR (square), EI (triangle).
TABLE III. Mixed interpolation rules. The LI, QI, and MR interpolations require additional neighboring nodes, whereas the EI rule does not. However the EI rule does have the additional restriction that the gap between the solid surfaces must be greater than one grid spacing.

<table>
<thead>
<tr>
<th>Available fluid nodes</th>
<th>Boundary rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\geq 3$</td>
<td>BB</td>
</tr>
<tr>
<td>2</td>
<td>MR</td>
</tr>
<tr>
<td>1</td>
<td>QI</td>
</tr>
<tr>
<td>1</td>
<td>LI</td>
</tr>
<tr>
<td>1</td>
<td>LI</td>
</tr>
<tr>
<td>1</td>
<td>LI</td>
</tr>
<tr>
<td>1</td>
<td>EI</td>
</tr>
</tbody>
</table>

useful empirical rule for predicting the accuracy of LBE simulations at different solids loadings. For comparable relative error, the fluid volume per particle should be similar, independent of the volume fraction. Note that for the BCC packing, the volume per particle is $L^3/2$, because there are two particles in the unit cell. In dense simple-cubic packings the EI rule is quite comparable to the MR rule and is more accurate than either LI or QI, especially at the higher viscosity. However, in BCC packing the MR rule is more accurate than EI. Once again the accuracy of the LI and QI rules is degraded at larger viscosities.

C. Mass leakage

A drawback of these interpolation methods is that the total fluid mass is not conserved. In special cases, such as a channel flow with the walls symmetrically placed on the grid, there is no mass leakage; the gain and loss of mass from the interpolations are exactly canceled by each other. However, in general, solid surfaces are not located in symmetric positions, so that the fluid mass tends to keep increasing or decreasing over time, depending on the position of the boundaries. In a dynamical simulation some procedure to compensate for variations in fluid mass is necessary. Mass conserving interpolations have been developed \cite{46,47} but they are more complicated to implement and do not give second-order accuracy in general.

The mass leakage per time step, $\Delta M = \sum \rho_t(r) - \rho_e$ is roughly constant for a given configuration and proportional to the average velocity of fluid. The results in Fig. 10 show that $\Delta M / \langle u \rangle$ is close to viscosity independent with MR

![FIG. 9. Error in the permeability $|Q/Q^* - 1|$ for simple-cubic and body-centered-cubic array of spheres as a function of grid resolution. Results are shown for different solid packing fractions and fluid viscosity; BB (diamond), LI (circle), QI (asterisk), MR (square), EI (triangle).](image-url)
and EI rules, while with LI and QI it linearly increases with \( \tau \). LI and QI rules have the largest mass leakage, while EI and MR are smaller, particularly at large \( \tau \). However, even though the mass gain or loss increases with time, we did not observe any variation in the fluid velocity. We conclude that in the incompressible limit the mass leakage does not affect the velocity field [3].

V. CONCLUSIONS

We have proposed an interpolation method for implementing a no-slip boundary condition in lattice Boltzmann simulations. By interpolating only the equilibrium portion of the distribution, second-order accuracy is maintained but the number of fluid nodes needed is reduced; instead information about the equilibrium distribution on the boundary surface is used for the interpolation. The EI rule can be used with only a single fluid node, as long as the gap between surfaces is larger than \( \Delta \).

The accuracy of several different boundary rules was evaluated for flows in inclined channels and flows though porous media composed of regular arrays of spheres. We used a multiple-relaxation time LBE model, but with a different set of eigenvectors from Refs. [30,32]. The alternate set of “weighted” eigenvectors [31] does not project the equilibrium distribution onto the kinetic modes. We have used a two-relaxation-time model, with a single tuning parameter, \( w \), to control the location of the no-slip boundary.

The convergence of all the interpolation methods is second order, in contrast to the first-order accuracy typical of the BB rule. However, in more complex geometries such as arrays of spheres, the bounce-back rule is also second order, because the first-order terms tend to average out when a number of different positions and orientations are sampled. In general the MR rule is most accurate and independent of viscosity. The the LI and QI rules are second-order accurate but viscosity dependent. They show a significant improvement in accuracy compared with the BB rule at lower viscosity (\( \tau \approx 1 \)), but not in more viscous fluids. The EI rule is independent of viscosity, and has significantly better accuracy for highly viscous flows. Our results suggest that the EI rule is especially suitable for flows through small gaps because it can maintain second-order accuracy down to the level of a single grid spacing.
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There is a typographical error in Table II of Ref. 65. In the column UQI the parameter $\kappa_i$ should be $\delta_q(1+2\delta_q)$.  


[48] There is a typographical error in Table II of Ref. 30. In the column UQI the parameter $\kappa_i$ should be $\delta_q(1+2\delta_q)$. 
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